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I. INTRODUCTION

Optical vortices have been studied for many years, beginning with the initial theoretical work of Nye and Berry [1], who mathematically studied phase dislocations in a wave train. An optical vortex is a light beam which has an azimuthal twist, resulting in a corkscrewlike structure, such that its azimuthal phase increases by $2n\pi$, with $n$ an integer, over one twist, with the integer $n$ being referred to as the charge of the vortex. The term vortex comes from its similarity to a vortex in fluid flow. The amplitude of the optical field is zero at the center of the vortex to adjust to the phase singularity there. It has been found that optical vortices exist in numerous media, including photorefractive lattices [2,3], rubidium vapor cells [4,5], and Bose-Einstein condensates [6]. A medium of intense interest due to its potential application in all-optical devices [7–9] is a nematic liquid crystal (NLC). The reason for this interest is that in a NLC, nonlinear effects can be observed over millimeter distances at milliwatt optical power levels due to the “huge” nonlinearity of a NLC [10]. In addition, the optical response of a NLC is termed nonlocal in that the response of the nematic extends far beyond the waist of the optical beam perturbing the nematic. This nonlocal response is vital in that it stops the usual catastrophic collapse of two-dimensional (2D) bulk solitary waves [7,11,12]. In addition, optical vortex solitary waves are unstable in local media, but are stable in nonlocal media, such as nematic liquid crystals, as the symmetry-breaking mode-2 azimuthal instability is suppressed if the nonlocality is large enough [13,14]. In contrast to local media [11,15], optical vortex solitary waves in nonlocal media have received considerably less attention, especially in a NLC [14,16–21].

In experiments, an optical vortex can be generated when a diffracting beam with a smooth wave front is input through a computer-generated holographic mask [4,22], creating a helical phase ramp whose thickness increases around the center (the singularity) of the vortex by $2n\pi$, where $n = 1, 2, \ldots$ is the topological charge of the vortex [17]. A gradient of circulation is forced in the angular variable around the vortex, with the amplitude zero at the center to compensate for the phase singularity, as discussed above. Optical solitary waves, termed nematicons, and optical vortex solitary waves form in a NLC due to a balance between the diffractive spreading of an optical beam and the nonlinear self-focusing of the beam due to the nonlinear dependence of the refractive index of the nematic on the beam intensity [7,12]. The refractive index of the nematic changes due to the physical rotation of the threadlike nematic molecules. There is an added complication in that when the electric fields of the beam and the molecular director are orthogonal, a minimum beam power is required to rotate the molecules, known as the Fréedericksz threshold [9,10,23,24]. To aid in overcoming this threshold so that optical beams of milliwatt powers can be used to form nematicons and optical vortex solitary waves, the nematic molecules are pretilted at an angle $\theta_0 \sim \pi/4$ to the optical wave front, as the Fréedericksz threshold is zero when $\theta_0 = \pi/4$. There are two common methods to generate this pretilting, with the first being to apply an external static electric field to the liquid-crystal cell. The second method is to “rub” the cell walls, creating a static charge at the cell walls, which induces a rotation in the nematic molecules at the cell walls. This rotation then propagates into the bulk of the nematic due to intermolecular elastic forces, i.e., the nonlocality of the liquid crystal [10]. In the present paper, the second prettilt method will be used. The response of the nematic is dependent upon the chosen method of prettilt. In the case of rubbing, there is a linear (1D) or logarithmic (2D) decay of the nematic response away from the beam’s center [25,26]. This implies that all of the molecules of the nematic are affected by the presence of a beam in the cell [26], so that, in particular, boundary conditions at the cell walls must be properly accounted for Refs. [25,26]. In contrast, when the first prettilt method, based on an external static electric field, is used, there is an exponential decay of the nematic response away from the beam. As a consequence, the effect of the cell walls can be neglected [27–30] for beam propagation near the center of a cell, as the cell-to-beam width ratio is around 20 to 30 [31,32]. In the nematicon case, it has been observed both experimentally [33] and theoretically in 1D [25,26] and 2D [34] that cell walls act repulsively towards a nematicon.
In the present work, the behavior and propagation of an optical vortex solitary wave in a finite nematic cell is investigated. As the present work is concerned with vortex solitary waves, which are nonlinear, and not with linear optical vortices, from now on the term optical vortex will mean a vortex solitary wave. Particular attention is paid to the effect that the cell boundaries have on both the propagation and the stability of an optical vortex. To achieve this task, a blend of an exact solution found using the method of images (MOI) and a trial function, coupled with a Lagrangian formulation and modulation theory [35], is used. Modulation theory based on suitable trial functions has been found to be a useful and successful technique for giving results in excellent agreement with full numerical solutions [14,16,18,27,28,30,36] and experimental results [37,38]. In addition, it is found that the method of images possesses distinct advantages over other solution methods in that it requires an order of magnitude fewer terms to obtain accurate solutions [34]. This paper then reconfirms the usefulness of the MOI [34] in another context as a viable alternative to the standard Fourier series solution to provide evolutionary information. In addition, the MOI is used to analyze the linearized stability of an optical vortex due to its interaction with the cell walls. It is found that this interaction destabilizes the vortex if it approaches too closely to a wall. This is because the director angle is fixed at the wall due to anchoring. Previous studies have shown that an optical vortex is stable in a nematic liquid crystal due to nonlocality causing a nonzero director angle under the core of the vortex [14]. This effect cannot happen near the walls of a cell due to anchoring. A similar instability has been found when an optical vortex refracts at a nonlinear refractive index interface in a nematic liquid crystal [16], where this interface is caused by the director having two different orientations on either side of the interface [39–41]. These two instabilities are not exactly the same as the director has more freedom to rotate at the refractive index interface. The linearized stability analysis illuminates the instability mechanism and is used to determine the minimum distance of approach to a cell wall before instability occurs. These stability results are then compared with full numerical solutions of the governing equations.

II. GOVERNING EQUATIONS

An optical vortex is input at the NLC-air interface of a cell filled with a nematic liquid crystal. The \(z\) direction is defined to be the propagation direction down the cell, with the \((x,y)\) plane orthogonal to this. The optical beam is polarized so that its electric field is in the \(x\) direction. The nematic molecules have been arranged in a planar configuration in the \((x,z)\) plane. The cell walls have also undergone a pretreatment known as “rubbing”, whereby a static charge is created at the cell walls, causing the molecules closest to the boundaries to rotate in the \((x,z)\) plane. Intermolecular elastic forces then propagate this director rotation into the bulk of the liquid crystal. This pretreatment results in the molecular director being prerotated in the \((x,z)\) plane at an angle \(\theta_0\) to the \(z\) direction, which helps to overcome the Fréedericksz threshold [12,24], so that milliwatt power optical beams can self-focus and form nematic or optical vortices (vortex solitary waves) with nonlinear self-focusing balancing diffractive spreading [7]. The Fréedericksz threshold can be reduced to exactly zero if the pretile angle \(\theta_0 = \pi/4\) [42]. The optical field causes an extra rotation \(\theta\) of the director, so that the total director angle is \(\theta_0 + \theta\) to the \(z\) direction. For milliwatt optical beam powers, this extra rotation is small and \(|\theta| \ll |\theta_0|\). In this small extra rotation limit, the nondimensional equations governing the propagation of the optical vortex beam in the paraxial approximation are [25,26,33,34]

\[
\begin{align*}
    i \frac{\partial E}{\partial z} + \frac{1}{2} \nabla^2 E + 2\theta E &= 0, \\
    v\nabla^2 \theta + 2|E|^2 &= 0.
\end{align*}
\]

The Laplacian \(\nabla^2\) is in the \((x,y)\) plane \([7,12,27]\). \(E\) is the complex valued envelope of the electric field of the optical beam. The nonlocality parameter \(v\) is related to the elastic response of the nematic and experimentally is of the order of \(O(100)\) [37]. As the nematic is uniform, the walk-off angle, which is the angle between the Poynting vector and the extraordinary beam’s wave vector, is also constant and so can be removed from the governing equations by a phase factor [28,43], which has been done in deriving (1). The cell geometry is rectangular in the cross section, with \(0 \leq x < L_x\) and \(0 \leq y < L_y\). Anchoring boundary conditions give that the total director angle is fixed at the cell walls, so that \(\theta = 0\) at the boundaries \(x = 0, L_x\) and \(y = 0, L_y\). The nematic equations (1) and (2) are general and describe nonlinear wave propagation in many media with a diffusive response, such as photorefractive crystals [44,45] and thermal media [46–48].

The governing equations (1) and (2) have the Lagrangian

\[
L = i(E^*E_z - EE_z^*) - |\nabla E|^2 + 2|E|^2.
\]

The asterisk superscript denotes the complex conjugate. The linear director equation (2) can be solved exactly in terms of a Green’s function \(G(x,y,x',y')\), with

\[
\theta = \frac{2}{v} \int_0^{L_x} \int_0^{L_y} |E(x',y',z)|^2 G(x,y,x',y')dx'dy'.
\]

III. EVOLUTION EQUATIONS

In general, the governing equations (1) and (2) for the evolution of a nonlinear optical beam in a nematic liquid crystal have no known exact solitary wave or vortex solutions [27]. To gain additional insights into the underlying physics and mechanics of these nonlinear beams that full numerical solutions cannot supply, averaged Lagrangian techniques [35] have proved useful, as discussed in Sec. I. The analysis presented here combines an exact solution and a trial-function-based averaged Lagrangian method [18,26,34]. A Gaussian profile is used for the trial function of the electric field of the optical vortex and is

\[
E = (ar e^{-r^2/w^2}) e^{i\psi + i\phi},
\]

where

\[
\psi = \sigma + V_x (x - \xi) + V_y (y - \eta),
\]
and $r$ and $\phi$ are polar coordinates based on the center of the vortex,

$$r^2 = (x - \xi)^2 + (y - \eta)^2, \quad \phi = \tan^{-1}\left(\frac{y - \eta}{x - \xi}\right).$$  \hspace{1cm} (7)

This trial function for the optical vortex is illustrated in Fig. 1. The first term in the trial function for the electric field is an optical vortex of amplitude $A = aw e^{-r^2/2}$, with this peak occurring at radius $r = w/\sqrt{2}$. The vortex parameters $a$, the width $w$, the phase $\sigma$, the position $(\xi, \eta)$, the velocity $(v_x, v_y)$, and the shelf height $g$ all depend on the evolution variable $z$. The azimuthal angle is given by $\phi$ and the topological charge $n$ of the vortex gives the number of windings around the phase singularity that are undertaken by the beam. For the remainder of this paper, a charge 1 vortex is considered, so that $n = 1$. The second term in the trial function is related to the shelf of low-wave-number radiation that forms under the evolving vortex [49]. This radiation can be clearly seen in Fig. 1. A perturbation analysis conducted by linearizing the electric-field equation (1) shows the existence of this shelf of radiation [49,50]. However, a simple physical explanation for the accumulation of the low-wave-number radiation under the vortex is that low-wave-number radiation has low group velocity, so that it cannot escape from its vicinity. Away from the vicinity of the vortex, there is linear diffractive radiation which propagates away from it. This shed radiation allows the vortex to evolve to its final steady state. Finally, the shelf of low-wave-number radiation under the vortex is $\pi/2$ out of phase with it [49]. The height of this shelf of radiation is denoted by $g$ in Eq. (5). The shelf forms under the vortex in the region $r_{\min} < r < r_{\max}$, where $r_{\max,\min} = w \pm R/2$ [14].

For a nematicon, i.e., an optical solitary wave, the director perturbation can be approximated by a similar, sech², profile as the electric field [27,30,51]. This is found to simulate the behavior of the liquid crystal under the influence of the beam very well. However, a similar approximation for the director does not work in the case of a vortex, as the nonlocality smoothes out its response near the central dip in the vortex so that it does not have the same profile as the electric field [14]. To overcome this difficulty, the director equation (2) is solved exactly for $\theta$ using a Green’s function. The director solution $\theta$ now contains an accurate representation of the logarithmic far-field response of the nematic under the influence of the anchoring boundary conditions [25]. This use of an exact solution for the director response has been used to model nematicon propagation in both a 1D cell [26] and a 2D cell [34], with excellent comparisons with numerical solutions obtained in both cases. The MOI [52] is used here to construct a lattice of images around the point source, thus providing a solution of the director equation (2) satisfying the appropriate boundary conditions. Although a Fourier series solution of the director equation (2) can be found [34], it will not form an integral part of the analysis here, except to compare it with the solution found using the MOI and full numerical solutions. This is due to the intrinsic superiority of the MOI solution.

A. Method of images

The MOI will be employed to solve the director equation (4) [52]. A point source is then taken at $(x', y')$ within the $(x, y)$ plane of the liquid-crystal cell. An infinite series of images of this point source is then used to satisfy the boundary condition $\theta = 0$ at the cell walls $x = 0, L_x$ and $y = 0, L_y$. This Green’s function is given by Ref. [52]

$$G = -\frac{1}{2\pi} \text{Re} \left\{ \ln \left[ \frac{\sigma(t - t', x, y) \sigma(t + t', x, y)}{\sigma(t - t', x, y) \sigma(t + t', x, y)} \right] \right\},$$  \hspace{1cm} (8)

where

$$\sigma(u, x, y) = \nu \prod_{l

Here, $t$ and $t'$ are the complex coordinates $t = x + iy$ and $t' = x' + iy'$, respectively. Finally, $\nu$ is a complex valued and

$$l = n L_x + i m L_y, \quad n = \pm 1, \ldots, m = \pm 1, \ldots \hspace{1cm} (10)$$

The Green’s function (8) is obtained by mapping the Green’s function for the half plane onto the rectangle using the elliptic function $\sigma$ [52]. The director $\theta$ is then found by substituting the Green’s function (8) into Eq. (4).

The usual experimental regime for nonlinear optical beams in liquid crystals is the nonlocal one with $v$ large, i.e., $v = O(100)$ [37]. In this limit, the director distribution is slowly varying on a length scale $O(\sqrt{\nu})$, so that relative to the director, the vortex can be treated as a $\delta$ function. Using this approximation for the vortex, $|E|^2$ in the Green’s function

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1}
\caption{(Color online) Initial profile of an optical vortex for the trial function (5) with $g = 0$ and $n = 1$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2}
\caption{(Color online) Solution for $|E|$ of the nematic equations (1) and (2) at $z = 30$ for the initial condition (5) with $g = 0$ showing the shelf under the vortex.}
\end{figure}
solution \((4)\) gives the perturbation of the director angle as

\[
\theta = -\frac{a^2 w^4}{4v} \text{Re} \left\{ \ln \left( \frac{\sigma (t - \zeta) \sigma (t + \zeta)}{\sigma (t - \zeta^*) \sigma (t + \zeta^*)} \right) \right\}, \tag{11}
\]

where \(\zeta = \xi + i\eta\). This solution \((11)\) for \(\theta\) and the trial function \((5)\) for the electric field \(E\) are then substituted into the Lagrangian \((3)\), which is then integrated over \((x, y)\) to obtain the averaged Lagrangian \([35]\).

\[
\mathcal{L} = -\sqrt{\pi a} g w^3 + \sqrt{\pi a} g w^3 - 3 + 3 \pi a g w^2 w' - a^2 w^3
\]

\[-2g^2 \Lambda_2 - \frac{a^4 w^8}{8v} [\Delta_1 + \Delta_2 - \Delta_3 - \Delta_4]
\]

\[-4 \left( \frac{a^2 w^4}{8} + g^2 \Lambda_1 \right) \left( \sigma' - V_\delta \xi' - V_\gamma \eta' + \frac{V_2^2}{2} + \frac{V_1^2}{2} \right). \tag{12}
\]

Here,

\[
\Delta_1 = \ln \frac{w}{\sqrt{2}} + \frac{1 - \gamma}{2} - \ln 2 + \ln \sqrt{\xi^2 + \eta^2} - \ln(\xi \eta), \tag{13}
\]

\[
\Delta_2 = \sum_{n,m=-\infty}^{\infty} \left[ \frac{1}{2} \ln \left( \frac{nL_x - \xi^2}{n^2L_x^2 + m^2L_y^2} \right) + \xi^2 \left( \frac{n^2L_x^2 - m^2L_y^2}{\xi^2 + \eta^2} \right) \right], \tag{14}
\]

\[
\Delta_3 = \sum_{n,m=-\infty}^{\infty} \left[ \frac{1}{2} \ln \left( \frac{nL_x - \xi^2}{n^2L_x^2 + m^2L_y^2} \right) + \eta^2 \left( \frac{nL_y - \eta^2}{\xi^2 + \eta^2} \right) \right], \tag{15}
\]

\[
\Delta_4 = \sum_{n,m=-\infty}^{\infty} \left[ \frac{1}{2} \ln \left( \frac{nL_x - \xi^2}{n^2L_x^2 + m^2L_y^2} \right) + \xi^2 \left( \frac{n^2L_x^2 - m^2L_y^2}{\xi^2 + \eta^2} \right) \right], \tag{16}
\]

and \(\gamma\) is Euler's constant, \(\gamma = 0.577215665 \ldots\). Also, \(\Lambda_1 = w R\) and \(\Lambda_2 = \ln(r_{\text{max}}/r_{\text{min}})\). Taking variations of this averaged Lagrangian with respect to the vortex parameters gives the modulation equations describing the evolution of the vortex. The actual modulation equations are listed in Appendix A.

The final quantity to determine so that the quantities \(\Lambda_1\) and \(\Lambda_2\) in the averaged Lagrangian \((12)\) are known is the radius \(R\) of the shelf of low-wave-number radiation under the vortex. For a vortex in an unbounded region, it was found that \(R = w\) \([14]\). As the vortex approaches the cell walls, the shelf of radiation is affected, so that the shelf radius will not be the same as that for an unbounded region. As the actual effect of the walls on the vortex and shelf is complicated and difficult to analyze, it was found easiest to set \(R = \beta w\), with \(\beta\) to be determined. A comparison of solutions of the modulation equations with full numerical solutions gave that \(\beta = 0.2\) is robust over a wide range of input vortices. Then,

\[
\Lambda_1 = \beta w^2, \quad \Lambda_2 = \ln \left( \frac{1 + \beta/2}{1 - \beta/2} \right). \tag{17}
\]

Equations governing the evolution of the vortex are found by taking variations with respect to the vortex parameters of the averaged Lagrangian \((12)\), resulting in a system of first-order differential equations referred to as modulation equations. These are summarized in Appendix A. For comparison, Appendix B summarizes the equivalent modulation equations for when the director equation \((2)\) is solved using a Fourier sine series. As the details of calculating these modulation equations are similar to those for the method-of-images solution, only the final modulation equations are given.

The final steady state of the vortex for a given input beam can be found from total-energy conservation for the system. This energy-conservation equation is most easily found using Nöther's theorem based on the invariance of the Lagrangian \((3)\) with respect to shifts in \(z\). Averaging this energy-conservation law by integrating in \(x\) and \(y\) over the cell gives the averaged energy-conservation equation,

\[
\frac{dH}{dz} = \frac{d}{dz} \int_0^{L_x} \int_0^{L_y} \left[ |\nabla E|^2 - 2|E|^2 \right] dx dy
\]

\[
= \frac{d}{dz} \left\{ a^2 w^2 + \frac{a^4 w^8}{8v} \left[ \Delta_1 + \Delta_2 - \Delta_3 - \Delta_4 \right] \right\} = 0. \tag{18}
\]

The cell boundaries act as a repulsive force towards the vortex \([14,26,34]\). As a result, the vortex will traverse a spiral path inwards towards the center of the cell, where the repulsion of the boundaries is in balance. Hence, at the steady state, the vortex will be located at the center of the cell. Let us denote steady-state values of quantities by a carat superscript. We then have \(\hat{\xi} = L_x/2\) and \(\hat{\eta} = L_y/2\) with \(\hat{V}_x = 0\) and \(\hat{V}_y = 0\). Furthermore, at the steady state, the vortex will no longer shed radiation and hence the shelf height \(\hat{g}\) will be zero. Thus, the modulation equation \((A6)\) can be used to find the steady-state relationship between \(\hat{a}\) and \(\hat{w}\), which is

\[
\hat{a}^2 = \frac{16w}{\hat{w}^6}. \tag{19}
\]

The combination of Eqs. \((18)\) and \((19)\) is used to determine the final steady-state values of the amplitude \(\hat{a}\) and width \(\hat{w}\) for a given initial condition.

**B. Stability analysis**

Vortices are unstable in local media \([2,3,11,53]\). However, vortices in nonlocal media are stable for high enough nonlocality \([13,14]\). These results are for a vortex propagating in an infinite region. We shall now study how the interaction of a vortex with a boundary can change its stability, even in a nonlocal medium for which the nonlocality is high enough to guarantee stability away from the boundary. This linearized stability analysis will be based on the method of images.

To simplify the stability analysis, let us assume that the vortex is close enough to one wall so that the effect of the other three walls can be neglected. Let us take this wall to be the plane \(x = 0\). To calculate the corresponding Green’s function for this simplified geometry, a point source \((x', y')\) is taken within the half plane, \(x > 0\). The boundary condition on the wall is satisfied by taking a point sink at the image point of the source \((-x', y')\). Using this new Green’s function, an appropriate
averaged Lagrangian can be calculated from Eqs. (3) and (4). However, the calculation of this averaged Lagrangian differs in one major aspect from that of the previous section. The stability of the vortex is dependent on the azimuthal angle $\phi$ around the vortex as a vortex becomes unstable via a symmetry-breaking azimuthal instability which splits the vortex in two [13,14]. To account for this, the vortex parameters need to be functions of both $z$ and $\phi$ in the stability analysis.

Therefore, the Green’s function for the half plane with zero boundary condition on the plane is

$$G = -\frac{1}{2\pi} \left[ \ln \sqrt{(x-x')^2 + (y-y')^2} \right]$$

(20)

The trial function for the electric field $E$ remains (5), but now with all parameters depending on $z$ and $\phi$. By substituting (20) and the trial function (5) for the electric field $E$ into the Green’s function solution (4) for $\theta$, and using the previously discussed asymptotic $\delta$ function approximation valid in the nonlocal limit to evaluate the resulting integral, the director angle for the half plane is

$$\theta = -\frac{a^2 w^2}{4\nu} \left[ \ln \frac{w}{\sqrt{2}} + \frac{1 - \nu}{2} \ln \sqrt{(x + \xi)^2 + (y - \eta)^2} \right].$$

(21)

Due to the new dependence of the parameters on the polar angle $\phi$, the Lagrangian for the nematic equations (1) and (2) is

$$L = i(E^\ast E_z - EE_z^\ast) - |E|^2 - \frac{\rho \nu}{r} + 2\delta |E|^2.$$

(22)

The averaged Lagrangian is then found by substituting the trial function $E$ (5) and the exact solution for $\theta$ (21) in the half plane into the Lagrangian (22) and averaging in $x$ and $y$ by integrating over the half plane $x > 0$, resulting in

$$\mathcal{L} = -\sqrt{\pi} a g w^2 + \sqrt{\pi} a g w^3 + 3 \sqrt{\pi} a g w^2 w_z$$

$$+ 2 \sqrt{\pi} a g w^2 + 2 \sqrt{\pi} a g w^2 - 2 \sqrt{\pi} a g w^2$$

$$- 4 \left( \frac{a^2}{8} + g^2 \Lambda_1 \right) \left[ \sigma_z - V_z \xi_z - V_y \eta_z + \frac{V_x}{2} + \frac{V_y}{2} \right]$$

$$- a^2 w^2 - a^2 w^2 - 2 g^2 \Lambda_2 - a w a \phi w \phi - 2 g^2 \Lambda_2$$

$$- \frac{4}{8\nu} \left( \ln \frac{w}{\sqrt{2}} + \frac{1 - \nu}{2} + \ln 2 \xi \right).$$

(23)

It is noted that the phase $\sigma$ is taken to be a function of $z$ alone. This is because $w$ and $g$ are the conjugate variables governing the stability of the vortex, so that taking $\sigma$ not to be a function of $\phi$ does not affect the linearized stability analysis [14]. The equations for the shelf of radiation given by Eq. (17) remain valid. The resulting modulation equations are given in Appendix C.

A linearized stability analysis about the steady state is now conducted to find the minimum distance of approach of the vortex to the boundary before it becomes unstable. We perturb about the steady state with $a = \hat{a} + a_1$, $w = \hat{w} + w_1$, and $g = \hat{g} + g_1$, as $\hat{g} = 0$. The modulation equations (C1), (C2), and (C6) are linearized using the above perturbations, with modal solutions of the form

$$w_1 = W e^{i(\lambda z + \phi)} , g_1 = G e^{i(\lambda z + \phi)}$$

(24)

sought. The linearized mass equation (C1) gives

$$a_1 = -\frac{2a}{\hat{w}} w_1.$$

(25)

After some algebra, the eigenvalues $\lambda$ are found to be

$$\lambda = \frac{4\pi \ell \pm \sqrt{-8\pi \hat{w}^2 M_1 M_2}}{2\pi \hat{w}^2}.$$  

(26)

where

$$M_1 = \frac{3}{\hat{w}^2} + \frac{\ell^2}{\hat{w}^2} - \frac{\hat{w}^2 \hat{\theta}^4}{16\nu},$$

(27)

$$M_2 = \frac{4\Lambda_1}{\hat{w}^2} + \frac{\hat{w}^2 \hat{\theta}^4 \Lambda_1}{\nu} - (1 + \nu^2) \Lambda_2,$$

(28)

$$K_1 = \ln \frac{w}{\sqrt{2}} + \frac{1 - \nu}{2} - \ln (2\xi).$$

(29)

The vortex is then unstable when $M_1 M_2 > 0$, with the borderline case being when $M_2 = 0$. We thus determine the minimum distance of approach of the vortex to the wall at which instability sets in as

$$\xi_{\text{min}} = \frac{1}{2} e^{-K}.$$  

(30)

The vortex is stable for distances $\xi$ for which $M_1 M_2 < 0$. Here, $\ell$ is the mode number of the eigenmode. It has been previously found that the most unstable mode in an infinite region occurs when $\ell = 2$ [13,14]. The expression (26) shows that this is also true for the present finite nematic cell in that $\text{Im}(\lambda)$ is maximum when $\ell = 2$ for $M_1 M_2 > 0$, in agreement with numerical solutions which show that the vortex splits into two beams when it becomes unstable on approach to a wall, as will be discussed in the next section. In addition, this result that $\ell = 2$ is the most unstable mode is insensitive to the value of $\beta$. Hence, $\ell = 2$ will be used in Eq. (30) for comparison with numerical solutions in the next section. It should be noted that the above stability analysis has assumed that the distance $\xi$ is fixed in the trial function (5). If the distance is also allowed to vary, then the stability analysis becomes much more involved and no simple formula equivalent to Eq. (30) can be found. Numerical solutions show that the vortex becomes highly distorted as it approaches the wall, as would be expected, so that fixed trial functions for its profile cease to be valid. So even including the distance perturbation will not capture the full dynamical process. The expression (30) will be found to be in reasonable accord with numerical solutions, even given the approximations involved, and so represents a balance between simplicity and capturing the full details.

IV. RESULTS AND DISCUSSION

In this section, we will compare the results found from full numerical solutions of the governing equations (1) and (2) with those of the modulation equations found by using both the method-of-images and the Fourier series solution of
the director equation (2). The modulation equations, given in Appendices A and B, were solved using the standard fourth-order Runge-Kutta method. The full numerical solution of the electric-field equation (1) was found using second-order centered differences for the Laplacian $\nabla^2 E$ and a second-order predictor-corrector method, based on the second-order Runge-Kutta method, to advance forward in $z$, which is the propagation direction. The director equation (2) was solved using centered second-order differences for the Laplacian $\nabla^2 \theta$ and Jacobi iteration to solve the resulting linear system. The initial condition for the optical beam envelope for the numerical solutions is the trial function (5) with the shelf height $g$ equal to zero, as the vortex has not started to shed radiation. To satisfy the stability criteria and maintain accuracy, the step sizes used were $\Delta x = \Delta y = 0.2$ and $\Delta z = 0.001$. The propagation length used was $z = 500$, which is a typical nondimensional cell length [37]. The numerical investigation for the propagation of an optical vortex was conducted within a square NLC cell with nondimensional width and breadth $(L_x, L_y) = (100, 100)$.

Let us first consider the vortex propagating sufficiently far from the cell walls so that it does not become unstable. We shall also compare and contrast the behavior of an optical vortex with a nematic in the same cell [34]. An optical vortex shows the same “bouncing” as a nematicon, for the same reasons as for a nematicon [33,34]. The vortex is also stable if it is sufficiently far from a wall, as found for a vortex in a circular cell [17,18]. The parameter values were chosen so that the vortex solitary wave is above the minimum power threshold for its existence and below the threshold at which it will split into two. Figure 3 shows a typical comparison between the full numerical solution and solutions of both sets of modulation equations. Previous work has compared experimental data, full numerical solutions, and the first harmonic mode of a Fourier series solution for the trajectory of a nematicon, with the first harmonic giving an adequate approximation [54]. This idea was taken further with the method-of-images solution, with only the fundamental images neighboring the physical cell used to calculate the trajectory, with very good results obtained [34]. The same idea will be used here for the vortex, with the first eight images used to approximate its evolution, with an obvious advantage in the amount of calculation required. Figure 3(a) shows the comparison for the amplitude $A$ of the vortex. It can be seen that the first eight images are all that is needed to obtain good agreement with the numerical solution, with no discernible difference from taking 10 200 images. The Fourier series modulation solution shows a period difference with both the full numerical and method-of-images solution, with the periods of the latter two in agreement. The method-of-images and Fourier modulation solutions have different periods as different approximations have been used to calculate the corresponding modulation equations. The numerical amplitude shows more complicated behavior than the modulation solutions. This is due to the vortex becoming distorted as it approaches the cell walls, as can be seen when comparing the numerical amplitude shown in Fig. 3(a) with the position shown in Fig. 3(d). These distortions cannot be captured by the fixed trial function (5).

Figures 3(b) and 3(c) show comparisons for the trajectory components $\xi$ and $\eta$ as functions of $z$, respectively. It can be seen that both modulation solutions give identical results that are in excellent agreement with the full numerical trajectory. This is because the amplitude-width and position-velocity oscillations of nonlinear beams in liquid crystals tend to decouple [28,36,55,56], so even though the method-of-images and Fourier series solutions give different amplitudes, they can agree in the position. Again, the first eight nearest-neighbor images give a very good comparison with the numerical position. This further confirms the superiority of the MOI over traditional Fourier series solutions, as first suggested in

![Fig. 3](image-url)

**Fig. 3.** (Color online) Comparison between the full numerical solution (red solid line), Fourier series solution (green dashed line), MOI solution (blue dot-dashed line), and MOI solution including only the first eight images (magenta dotted line) for (a) amplitude $A$, (b) $x$ position, (c) $y$ position, and (d) $(x,y)$ position for a square cell. The initial values are $a = 0.15$, $A = 0.52 \ldots$, $w = 8$, $(\xi,\eta) = (25,20)$, and $(V_x, V_y) = (0,0)$, with $v = 200$ and $(L_x, L_y) = (100,100)$.\n
013810-6
Ref. \[34\]. Taking the \(z\) direction to be into the page, the final plot [Fig. 3(d)] shows the helical trajectory of the vortex as it propagates down the liquid-crystal cell. The repulsive nature of the cell walls can be clearly seen. As the vortex was not given an initial velocity, the vortex’s initial motion arises from this repulsive force. Thus, if the interaction with the boundary does not disturb the phase singularity at the center of the vortex, the cell walls will completely repel the vortex and stability will be maintained, as in a circular cell \[17,18\]. Figure 3(d) confirms the conclusions drawn from Figs. 3(b) and 3(c), i.e., both modulation solutions are in agreement and are in excellent agreement with the numerical solution, and the first eight nearest-neighbor images give an excellent approximation to the vortex trajectory.

A comparison between the analytical minimum distance of approach for stability \((30)\) and this minimum distance as given by numerical solutions is shown in Fig. 4. This stability boundary is shown as a function of the initial width \(w\) of the vortex for two different initial velocities, \((V_x,V_y) = (0.8,0)\) and \((V_x,V_y) = (1.5,0)\). The stability boundary \((30)\) was obtained using a small perturbation from the steady vortex. Hence, to obtain a comparison with numerical solutions, the numerical initial condition must also be near a steady vortex. Equation \((C6)\) of Appendix C gives the amplitude-width relation for the steady vortex as

\[
a^2 w^6 = 16\nu. \tag{32}
\]

This equation was used to determine the initial amplitude for a given initial vortex width for the comparisons of Fig. 4. The cell dimensions were chosen to be large enough so that the vortex was concentrated in the vicinity of one wall only. The analytical and numerical minimum distances of approach are in reasonable agreement for all widths, but for a higher initial velocity, the smaller vortex widths are in better agreement. However, Fig. 4 shows that the assumptions used in Sec. III B for the linearized stability analysis are good approximations. The numerical solutions show that the minimum distance of approach for stability is only weakly dependent on the initial velocity, particularly at larger initial widths. The differences between the minimum distances of approach as given by the linearized stability analysis and the numerical solutions are mainly due to the distortion of the vortex as it approaches the cell wall, with the leading edge of the vortex being squashed against the wall. The trial function \(E\), given by Eq. \((5)\), does not take into account any deformations of the vortex, other than changes in its amplitude and width for a fixed functional form, during interaction with the boundary.

Figure 5 shows the numerical evolution of the vortex for a typical case for which the vortex approaches closer than the minimum distance and is reflected, breaking up into two nematicons. The large deformation of the vortex can be clearly seen, particularly at its leading edge in Fig. 5(c). The vortex becomes unstable due to the anchoring boundary condition fixing \(\theta = 0\) at the wall. Nonlocality stabilizes an optical vortex in a liquid crystal due to the nonlocality lifting the director angle \(\theta\) sufficiently above zero under the core of the vortex \[14\]. This cannot occur near the boundary, so that the vortex is behaving like one in a local medium, for which vortices are unstable to a mode-2 symmetry-breaking azimuthal instability \[13\], noting that in a local medium the director perturbation...
is also zero at the vortex center. A further complication in comparing the analytical formula and numerical solutions is that the numerical vortex position is calculated as the vortex’s center of mass, that is,

\[ \xi = \frac{\int_{y_1}^{y_2} \int_{x_1}^{x_2} x|E|^2 \, dx \, dy}{\int_{y_1}^{y_2} \int_{x_1}^{x_2} |E|^2 \, dx \, dy}. \]  

(33)

This is clearly the center (phase singularity) of the vortex when it is symmetric. Figure 5 shows that interaction with the boundary distorts the vortex, so that its center of mass will not coincide with its phase singularity. This accounts for some of the differences between the analytical formula (30) and numerical solutions seen in Fig. 4. Figure 5f shows that when the vortex splits into nematicons, the nematicons do not separate, but are bound together, unlike in local media [4,11]. This is due to nonlocality as the nematic response extends far beyond the optical beams and acts as an attractive potential. This attraction of nonlinear beams in (nonlocal) liquid crystals is in accord with experimental observations [19,20] and theoretical results [29,57].

V. CONCLUSIONS

The propagation of an optical vortex in a finite liquid-crystal cell has been studied. A Lagrangian formulation of the governing equations was used in conjunction with a hybrid of an exact solution and a trial function to obtain modulation equations for the vortex evolution. The exact solution of the director equation was found using both the method-of-images and a standard Fourier series solution. Both methods produced modulation equations whose solutions were in good agreement with numerical solutions, but the method-of-images solution was found to be much more efficient as only the eight nearest-neighbor images are required to give this good agreement. This confirms the prediction given in Ref. [34] that the MOI is a powerful tool and an excellent alternative to Fourier series solutions for the director distribution. There is scope for its application to other nonlinear beam evolution scenarios in bulk media. Furthermore, the MOI can be applied to any number of cell geometries for which the Green’s function for the director equation can be found in closed form using conformal mapping, as for the present case in which the Green’s function was found by a mapping of the half plane onto a rectangle. The MOI solutions were compared with solutions obtained using a Fourier series solution of the director equation to emphasize the efficiency of the MOI in solving the director equation.

The method of images was also used to analyze the stability of the vortex in a cell, in particular the effect of the anchoring boundary condition on the vortex stability. To simplify this analysis, the vortex was assumed to be close enough to one boundary so that the effect of the other boundaries could be ignored. This assumption enabled an analytical expression for the closest distance of approach of the vortex to a boundary before instability set in to be obtained. This closest-approach formula was found to be in reasonable agreement with numerical results, especially as numerical solutions showed that the vortex becomes highly distorted as it approaches a boundary. This simple use of the method of images reinforces its utility in nonlinear beam propagation problems. Future work will consider other cell geometries.
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APPENDIX A: MODULATION EQUATIONS: METHOD OF IMAGES

Taking variations of the averaged Lagrangian (12) with respect to the vortex parameters gives the modulation equations for the evolution of the vortex as

\[ \frac{d}{dz} \left[ \frac{a^2w^4}{8} + g^2\Lambda_1 \right] V_x = 0, \]  

(A1)

\[ \sqrt{\pi} \frac{d}{dz} (aw^3) - 4g\Lambda_1 \frac{d\sigma}{dz} = -2g\Lambda_1 (V_x^2 + V_y^2) + 2g\Lambda_2, \]  

(A2)

\[ \xi' = V_x, \quad \eta' = V_y. \]  

(A3)

\[ \frac{d}{dz} \left[ \left( \frac{a^2w^4}{8} + g^2\Lambda_1 \right) V_x \right] = \frac{a^4w^8\eta^2}{32\nu\xi(\xi^2 + \eta^2)} + \frac{a^4w^8}{32\nu} \sum_{n,m=-\infty}^{\infty} \left[ \frac{(nL_x - \xi)(nL_y - \eta) - 2nm\eta L_x L_y}{(n^2L_x^2 + m^2L_y^2)^2} - \frac{(nL_x - \xi)(mL_y - \eta)}{(nL_x - \xi)^2 + m^2L_y^2} \right], \]  

(A4)

\[ \frac{d}{dz} \left[ \left( \frac{a^2w^4}{8} + g^2\Lambda_1 \right) V_y \right] = \frac{a^4w^8\xi^2}{32\nu\eta(\xi^2 + \eta^2)} + \frac{a^4w^8}{32\nu} \sum_{n,m=-\infty}^{\infty} \left[ \frac{(mL_x - \eta)(nL_y - \xi) - 2nm\xi L_x L_y}{(n^2L_x^2 + m^2L_y^2)^2} - \frac{(mL_x - \eta)(nL_y - \xi)}{n^2L_x^2 + (mL_y - \eta)^2} \right]. \]  

(A5)
The modulation equation (A1) is the equation for conservation of mass (optical power), and Eqs. (A4) and (A5) are those for conservation of \(x\) and \(y\) momentum, respectively. The primary concern of the present work is the trajectory of the vortex, which is given by the modulation equations (A3), (A4), and (A5).

As the vortex evolves, it sheds diffusive radiation in order to settle to a steady state [27,49,51]. The flux of diffractive radiation from a nematicon has been calculated previously [27,49,51], but since the linearized equations governing this radiation are the same for a nematicon and a vortex, the same radiative loss results hold. This previous radiation analysis shows that when radiative loss is included in the modulation equations, the mass equation (A1) and the modulation equation for \(g\) (A6) become

\[
\frac{dg}{dz} = \frac{a}{\sqrt{\pi}w} - \frac{a^3 w^5}{16 \sqrt{\pi} \nu}, \tag{A6}
\]

\[
\frac{d\sigma}{dz} = \frac{1}{2} (V_x^2 + V_y^2) - \frac{4}{\nu} \frac{a^2 w^4}{2} \left[ \Delta_1 + \Delta_2 - \Delta_3 - \Delta_4 - \frac{1}{4} \right]. \tag{A7}
\]

The modulation equation (A1) is the equation for conservation of mass (optical power), and Eqs. (A4) and (A5) are those for conservation of \(x\) and \(y\) momentum, respectively. The primary concern of the present work is the trajectory of the vortex, which is given by the modulation equations (A3), (A4), and (A5).

It should be noted that there was a misplaced bracket in the term \((1/2 \ln[(z - z')/\tilde{\Lambda}])^2\) in the expression for \(\delta\) calculated in Refs. [27,51].

One major effect of nonlocality is to shift the point at which the vortex sheds diffractive radiation from the edge of the shelf, \(\sqrt{(x - \xi)^2 + (y - \eta)^2} = \ell^2\), to a new radius \(\tilde{\ell}\) from the vortex position \((\xi, \eta)\), which is the edge of the director response [27]. This radius for the radiation response is termed the outer-shelf radius [27]. In the present case of a finite cell, the director response extends to a boundary layer at the cell walls [34]. Hence,

\[
\tilde{\ell} = \min \left( \frac{L_x}{2}, \frac{L_y}{2} \right), \tag{A12}
\]

and \(\tilde{\Lambda} = \tilde{\ell}^2/2\). For a finite cell, the diffractive radiation is then shed in a boundary layer at the cell walls.

APPENDIX B: MODULATION EQUATIONS: FOURIER SERIES

In a similar fashion to the modulation equations of Appendix A, the modulation (variational) equations for the optical vortex when the director equation (2) is solved in terms of a Fourier sine series are

\[
\frac{dg}{dz} = \frac{a}{\sqrt{\pi}w} - \frac{a^3 w^5}{16 \sqrt{\pi} \nu}, \tag{B1}
\]

\[
\sqrt{\pi} \frac{d\sigma}{dz} (aw^3 - 4g \Lambda_1) \sigma' = -2g \Lambda_1 (V_x^2 + V_y^2) + 2g \Lambda_2, \tag{B2}
\]

\[
\xi' = V_x, \quad \eta' = V_y, \tag{B3}
\]

\[
\frac{d}{dz} \left[ \left( \frac{a^2 w^4}{8} + g^2 \Lambda_1 \right) V_x \right] = \frac{a^4 w^8}{8 \nu L_z L_y} \sum_{n,m=1}^{\infty} \frac{n \Lambda_1^2 e^{-\gamma n}}{Q_1} \sin \left( \frac{n \pi \xi}{L_x} \right) \cos \left( \frac{n \pi \eta}{L_y} \right) \sin^2 \left( \frac{m \pi \eta}{L_y} \right), \tag{B4}
\]

\[
\frac{d}{dz} \left[ \left( \frac{a^2 w^4}{8} + g^2 \Lambda_1 \right) V_y \right] = \frac{a^4 w^8}{8 \nu L_z L_y} \sum_{n,m=1}^{\infty} \frac{m \Lambda_1^2 e^{-\gamma m}}{Q_1} \sin \left( \frac{m \pi \xi}{L_x} \right) \cos \left( \frac{m \pi \eta}{L_y} \right) \cos^2 \left( \frac{n \pi \eta}{L_y} \right), \tag{B5}
\]

\[
\frac{dg}{dz} = \frac{a}{\sqrt{\pi}w} - \frac{\sqrt{\pi} a^3 w^7}{8 \nu L_z L_y} \sum_{n,m=1}^{\infty} \left[ 1 + \frac{P_1}{2} \right] P_1 e^{-\gamma n} \sin^2 \left( \frac{n \pi \xi}{L_x} \right) \sin^2 \left( \frac{m \pi \eta}{L_y} \right) - 2\pi^{3/2} \delta g. \tag{B6}
\]
Here,

\[
\frac{d\sigma}{dz} = \frac{1}{2} (V_x^2 + V_y^2) - \frac{4}{w^2} + \frac{\pi a^2 w^6}{4 \nu L_x L_y} \sum_{n,m=1}^\infty \left[ (1 + \frac{P_1}{2}) P_1 e^{-\gamma_n} \sin^2 \left( \frac{n\pi x}{L_x} \right) \sin^2 \left( \frac{m\pi y}{L_y} \right) \right]
\]

\[+ \frac{a^2 w^4}{\pi \nu L_x L_y} \sum_{n,m=1}^\infty \frac{P_2 e^{-\gamma_n}}{Q_1} \sin^2 \left( \frac{n\pi x}{L_x} \right) \sin^2 \left( \frac{m\pi y}{L_y} \right). \quad (B7)\]

The advantage of using the method of images over Fourier series to solve the director equation can be seen by comparing these modulation equations with those of Appendix A.

### APPENDIX C: MODULATION EQUATIONS: STABILITY, METHOD OF IMAGES

\[
\frac{d}{dz} \left[ \frac{a^2 w^4}{8} + g^2 \Lambda_1 \right] = 0, \quad (C1)
\]

\[
\sqrt{\pi}(aw^3)_{z} + 2\sqrt{\pi} (aw)_{\phi} = 4g\Lambda_1 \left( \sigma_z - V_x \xi_z - V_y \eta_z + \frac{V_x^2}{2} + \frac{V_y^2}{2} \right) - 2\Lambda_2 (g_{\phi\phi} - g), \quad (C2)
\]

\[
\frac{d\xi}{dz} = V_x, \quad \frac{d\eta}{dz} = V_y, \quad (C3)
\]

\[
\frac{d}{dz} \left[ \left( \frac{a^2 w^4}{8} + g^2 \Lambda_1 \right) V_x \right] = \frac{a^4 w^8}{32\nu^2}, \quad (C4)
\]

\[
\frac{d}{dz} \left[ \left( \frac{a^2 w^4}{8} + g^2 \Lambda_1 \right) V_y \right] = 0, \quad (C5)
\]

\[
\sqrt{\pi} \frac{dg}{dz} = a + \frac{a w^2}{w^3} + \frac{2\sqrt{\pi} g_{\phi}}{w^2} - \frac{a_{\phi \phi}}{2w} - \frac{a^3 w^5}{16v}, \quad (C6)
\]

\[
\frac{d\sigma}{dz} = \frac{1}{2} (V_x^2 + V_y^2) - \frac{4}{w^2} - \frac{3w^2_{\phi}}{w^4} + \frac{2a\phi w_{\phi}}{aw^3} - \frac{8\sqrt{\pi} g_{\phi}}{a w^3} + \frac{2\phi_{\phi \phi}}{aw^2} + \frac{w_{\phi \phi \phi}}{w^3} - \frac{a^2 w^4}{2v} \left( \ln w + 1 - 2\gamma - \ln 2\xi \right). \quad (C7)
\]
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