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“Realization of a potential impact of solar variability on our local environment has progressed a long way in the last few decades, from denial to partial acceptance, but a complete assessment of its reality and magnitude remains a distant goal.” (Reid, 1999; page 3)
Abstract

Solar-climate studies have a long and controversial history and the relevance of solar activity to recent climate change remains unclear. Despite prevalent scepticism and uncertainty, recent developments in both solar and atmospheric sciences warrant the reinvestigation of possible solar-climate relationships. The advent of public access to enormous databases of solar and atmospheric variables encourages the reinvestigation of possible solar-climate relationships, particularly those involving solar-modulated geomagnetic activity variations. If further studies demonstrate that climate change has been influenced by geomagnetic activity then research can progress to predicting, modelling, and quantifying the effect. Conversely, if a geomagnetic-activity influence on climate change can be comprehensively disproved researchers can focus on alternative solar or terrestrial climate explanations.

This thesis has evaluated the potential role of solar variability in recent climate change through the statistical examination of the impact of solar-modulated geomagnetic activity on atmospheric circulation. Geomagnetic activity was parameterised using the AA index, while atmospheric circulation was parameterised using the Antarctic, Arctic, and North Atlantic Oscillation indices. These atmospheric circulation indices correspond to the leading causes of variability in the extra-tropical troposphere. Changes in these indices result from large-scale climate changes that are centred on the mid-latitudes. NCEP/NCAR reanalysis sea level pressure data were also used to examine the spatial signature of geomagnetic activity effects at the earth’s surface. The link between geomagnetic activity and atmospheric circulation was evaluated at daily, annual, and decadal timescales. The analyses were performed on monthly and three-monthly averages of the atmospheric indices to investigate seasonal patterns.

The results indicate that geomagnetic forcing of atmospheric circulation in the northern hemisphere is temporally and seasonally restricted. Moreover, it is controlled by a stratospheric phenomenon known as the quasi-biennial oscillation (QBO), and it is reliant on the interaction of stratospheric and tropospheric circulation. When the data are restricted to January values after 1965, for years in which the January QBO is eastwards, the correlation coefficient between geomagnetic activity and the Arctic Oscillation is strong ($r = 0.85; \alpha = 0.05$). In the southern hemisphere, statistically significant correlations are evident during March ($r = 0.39$) and are strongest after the early 1960s,
though the QBO plays no part in the relationship. For both hemispheres the relationships are evident at annual as well as decadal timescales and are therefore of practical significance.

Solar-modulated geomagnetic activity is therefore an important forcing mechanism for recent climate change. Specifically, many of the unexplained aspects of the recent changes in northern hemisphere climate, including the climate regime shift of the early 1960s, can be attributed to the effects of geomagnetic activity in the upper atmosphere. Interannual variations in the North Atlantic Oscillation should no longer be considered as ‘climatic noise’, while the strong positive trend and decadal variations evident since the 1960s can be attributed, in part, to solar forcing. The results also have implications for the relevance of atmosphere-ocean coupling to the Arctic and North Atlantic Oscillations and the importance of solar activity in southern hemisphere atmospheric circulation. Contrary to claims in the literature, the results of this study indicate that geomagnetic activity is not a viable proxy for solar irradiance variations or the solar-cycle length index. Long-term changes in land temperature are not well correlated to geomagnetic activity and the results of superposed epoch analysis indicate that there is no evidence of geomagnetic forcing of the atmosphere at daily timescales. This indicates that there must be a cumulative effect in the mechanism linking geomagnetic activity to atmospheric circulation that is not discernable in daily data.

Potential mechanisms, coupling geomagnetic activity variations to the lower atmosphere, were evaluated by examining the spatial signature of geomagnetic activity in NCEP/NCAR reanalysis zonal wind and temperature data and by comparing geomagnetic activity to solar irradiance, stratospheric aerosol, and total-column ozone data. The reanalysis data extend from the surface to the lower stratosphere in both hemispheres and are available for 17 geopotential heights ranging from 1000 hPa to 10 hPa and 2.5° intervals of latitude and longitude. Through a process of elimination, the results indicate that solar-modulated geomagnetic activity is relevant to tropospheric circulation through the coupling of the upper and middle atmospheres, and the subsequent propagation of stratospheric circulation anomalies to the troposphere through planetary wave activity.
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1 Introduction

1.1 Introduction

Can changes in solar activity influence terrestrial climate? This is one of the most enduring questions in the study of climate change. Despite two centuries of research on this topic, it is still unclear to what extent solar variability is relevant to the terrestrial lower atmosphere. Consequently, the idea that solar variability is an important agent of climate change remains controversial.

Part of the uncertainty associated with solar-climate relationships relates to the incorrect assumption, on the part of both researchers and critics, that solar variability can be parameterised solely by the sunspot cycle. Many solar phenomena are, however, better characterised by other solar indices such as geomagnetic activity. While some published studies have considered links between indices of the latter and weather and climate (Bucha and Bucha, 1998; Cliver et al., 1998), most only consider daily timescales and relatively few examine annual timescales. Geomagnetic activity, in particular, can potentially represent a wide variety of solar phenomena, and therefore the use of geomagnetic indices in solar climate studies presents an opportunity to examine many of the uncertainties in this field that hinder its acceptance.

There is also the opportunity to apply some of the recent advances in atmospheric science and solar physics to the problem of solar-climate relationships. The NCEP/NCAR reanalysis data, available on the internet, provide an excellent opportunity to explore solar influences using observational data at high spatial and temporal resolution. Numerous solar missions have collected important data and increased current understanding of solar processes such as coronal mass ejections and solar irradiance variations. Advances in atmospheric modelling have revealed the importance of the stratosphere to recent climate change – does stratosphere-troposphere coupling also play an important role in solar-climate relationships? The importance of the annular modes to recent climate change has become evident, but with this many questions have arisen about the origin and nature of atmospheric circulation variations associated with these modes.
It is likely, therefore, that the evaluation of the role of geomagnetic activity in recent climate change may provide some elucidation to the sometimes-contentious field of solar-climate relationships and might be relevant to the uncertainties of recent climate change.

1.2 Aim

This thesis has one chief aim – to evaluate the role of geomagnetic activity in recent climate change. To achieve this aim, this thesis tests the hypothesis that solar-modulated geomagnetic activity is an external forcing mechanism of the tropospheric annular modes, which are also known as the Arctic and Antarctic Oscillations. Indices of these oscillations describe recurring patterns (i.e., modes) of atmospheric variability involving changes in polar and midlatitude sea level pressure and zonal wind configurations (Wallace and Thompson, 2002). Within this unifying hypothesis, however, there are numerous minor questions relating to solar-climate relationships that this thesis aims to address. The most important relates to mechanisms – no one has yet demonstrated unequivocally how solar variability is coupled to the troposphere, but there are many potential mechanisms that need to be evaluated. Apart from evaluating possible mechanisms, this thesis aims to clarify which aspect of geomagnetic activity is most relevant to atmospheric circulation changes. Other aspects of solar-climate relationships that will be considered include the role of geomagnetic activity in long-term surface temperature changes, and the implications of a link between geomagnetic activity and atmospheric circulation to other solar-climate relationships.

1.3 Outline

Chapter two describes the history of solar-climate relationships. It gives a broad overview of the major developments in the field and describes the important concepts in solar-climate relationships. It also focuses on geomagnetic activity related studies, provides an outline of the development of this specific field, and sums up the current state of knowledge. It also discusses the major shortcomings and contradictions that occur in solar-climate studies.

Chapter three presents the results of analyses examining links between geomagnetic activity and atmospheric circulation through correlations and sliding correlations. It uses the ‘annular’ indices such as the Arctic Oscillation (and the North Atlantic Oscillation) and the Antarctic Oscillation to examine what role geomagnetic activity has, if any, in recent climate changes. Particular attention is
paid to the results for the southern hemisphere, which are the first of their kind, as well as the statistical aspect of the analyses.

Chapter four examines links between geomagnetic activity and the lower atmosphere at daily timescales. Once again, it uses atmospheric indices such as the Arctic and Antarctic Oscillations, and it employs the superposed epoch analysis technique. It also reviews some of the recent studies linking daily geomagnetic activity to weather, and evaluates the appropriateness of the superposed epoch technique and the validity of studies that employ it.

Chapter five examines possible mechanisms that may explain the cause-and-effect relationship between solar-modulated changes in geomagnetic activity and tropospheric circulation. It uses the NCEP/NCAR reanalysis data to deduce which atmospheric and solar processes are relevant to the results of chapters three and four. In doing so, it evaluates the suitability of possible mechanisms.

Chapter six provides a discussion of the results and then concludes this thesis.

2 Theoretical Framework

2.1 Introduction

The purpose of this chapter is to introduce the major components of the field of solar-climate studies, describe the current state of knowledge in this field, and present some analyses and results that are complementary to the main scope of this thesis. This chapter describes the necessary theoretical background for the study of solar-climate relationships. It covers the history of this field of research, previously suggested links between solar activity and climate, possible mechanisms, and the fundamental concepts of solar activity. This chapter also draws attention to some of the outstanding problems and complications in the field and aspects that are worthy of further investigation. Within this chapter, reviews of some topics are supplemented by analyses designed to explore aspects of solar-climate relationships that have been overlooked in the literature.
The historical development of solar-climate relationships is shown in Table 2.1, which is a summary of some of the more significant discoveries and events within this field. The table merely introduces the many sub-fields of solar-climate relationships, and does not explicitly list all the developments relating to a particular area of solar-climate relationships.

Section 2.2 of this chapter expands on many of the developments shown in Table 2.1, though not necessarily in chronological order. It begins with an overview of the birth of solar-climate relationships, which can be attributed to the prolific astronomer Sir William Herschel, and continues with a description of the solar cycle and the causes and impacts of geomagnetic activity. It also describes the most pressing problems and contentious aspects in the field of solar-climate studies, including:

1. the nature of early studies linking solar and geomagnetic activity to surface pressure and thunderstorms,
2. the controversial link between cosmic rays and clouds,
3. the importance of the Maunder minimum to the credibility of solar-climate relationships,
4. links between solar activity and the stratosphere,
5. the suggestive but debatable relationship between the length of the solar cycle and surface temperatures,
6. the limited literature that considers the predictive value of solar-climate relationships, and
7. the abundant criticisms of solar-climate relationships and solar-climate research.

Section 2.3 focuses specifically on the links between geomagnetic activity and the lower atmosphere. It describes some of the contentious aspects of these links at both daily and decadal timescales. It also introduces the research of Bucha and Bucha (1998), which describes a relationship between the North Atlantic Oscillation and geomagnetic activity. This relationship is expanded upon in chapter three. This chapter concludes with a summary of the main concepts of solar-climate relationships and a discussion of the enduring problems in the field that motivate this study.
2.2 A history of solar-climate relationships

2.2.1 Beginnings

The birth of solar-climate relationships can be attributed to the great astronomer, Sir William Herschel. On April 16, 1801, Herschel read a paper to the Royal Society in London entitled “Observations tending to investigate the Nature of the Sun, in order to find the Causes or Symptoms of its variable Emission of Light and Heat; with Remarks on the Use that may possibly be drawn from Solar Observations.”. Within his presentation, Herschel suggested that with a better understanding of the causes and nature of solar variability, “… some judgement may be formed of the temperature of the seasons we are likely to have.” (Herschel, 1801; page 266). Because climate records were not readily available, Herschel tried to link the frequency of sunspots for a number of periods with the price of wheat, under the assumption that the variations in solar radiation are embodied in the abundance (and hence the price) of wheat. The results, however, were vague and uninspiring.

Nevertheless, since then countless papers have been published describing links between various forms of solar activity and climate. Interestingly, papers actually applying any of these links to the prediction of future climate change are extremely rare.

2.2.2 The Solar Cycle

The next important development in the history of solar-climate relationships was the inevitable discovery of the sunspot cycle by Heinrich Schwabe. In 1843 Schwabe published “Sonnen-beobachtungen im jahre 1843” (Solar observations in the year 1843), and using data from 1826-1843 reported a 10-year periodicity in sunspot data. Nowadays, the sunspot cycle is considered to have an 11-year periodicity, though the length of each cycle can vary from 9 to 14 years (Baliunas and Soon, 1995). This quasi-regular periodicity in the solar cycle is fortuitous for some solar-climate researchers, because many studies rely on the spectral peaks in climate data at ~11 years as their sole evidence of a solar influence on the terrestrial atmosphere (see, for example, Currie, 1974; Currie, 1996; Currie and Vines, 1996 and other of Currie’s work). Conversely, if
the solar-cycle were aperiodic, the statistical significance of solar-climate relationships that rely on correlations would not be so limited by the effect of serial correlation on effective sample size (see chapter three).

The most pertinent aspect of the solar cycle, for this and other solar-climate studies, is the change in the solar environment between solar maximum and solar minimum, which involves more than just the frequency of sunspots. The relevant changes include the frequency of sunspots and faculae, the frequency and intensity of solar flares, and changes in various solar phenomena that influence the earth’s magnetic field.

**Sunspots and faculae.** Sunspots are relatively cool, dark areas on the sun’s photosphere (Lang, 2001). It is obvious that the number of sunspots visible on the sun’s surface varies from solar minimum to solar maximum (Figure 2.1); what is not so obvious is that sunspots are generally accompanied by brighter, hotter areas called faculae, which more than compensate for the reduced irradiance from the dark sunspot areas. In fact, at solar maximum the overall increase in solar irradiance from faculae exceeds the decrease from sunspots by a factor of 1.5 (Lean et al., 1995). The relative impact of sunspots and faculae to solar irradiance varies over the solar spectrum – the influence of faculae is dominant at ultraviolet wavelengths and decreases at longer wavelengths so that at a wavelength of 1.6 µm the impact of faculae is limited (Lean, 2000). Satellite-borne pyrheliometers have confirmed that total solar irradiance does indeed vary over the course of the solar cycle, by about 0.1% (Foukal, 1998). A good discussion of the solar irradiance changes can be found in Hoyt and Schatten (1993), Fröhlich and Lean (1998), and Solanki and Fligge (1999).

**Solar flares.** Solar flares are associated with, but not necessarily caused by, sunspots (Lang, 2001). As such, the amount of solar flare activity varies with the sunspot cycle (Lin, 1998). This is clearly evident when the solar flare index is compared to the sunspot number. Figure 2.2 shows that increased flare activity coincides with solar maxima. The
flare index\(^1\) is a measure of the time and intensity of solar flares (see *Ataç and Özgüç*, 1996).

Flares are potentially relevant to solar-climate relationships for two reasons. Firstly, solar flares contribute to irradiance variations, especially in the climatically important wavelengths involving extreme ultraviolet radiation (*Antonova and Nusinov*, 1996). During a solar flare, extreme ultraviolet radiation can be increased by a factor of 10 or more (*Foukal*, 1998). Secondly, some solar flares are accompanied by an enormous flux of energetic particles (mainly electrons but also protons) with energies up to 10 MeV (*Zirin*, 1988). Apart from the dangers these energetic particles pose for high-altitude satellites (*Joselyn*, 1998), they also cause ionisation of the earth’s atmosphere above the high-latitude stratopause (*Dickinson*, 1975). Not all solar flares involve the flux of energetic particles into the earth’s atmosphere; the few that do are interchangeably referred to as solar proton events (*Antonova and Nusinov*, 1996), solar cosmic ray events (*Dickinson*, 1975), or solar energetic particle events (*Lin*, 1998). Many studies focussing on daily solar-climate links (sun-weather relationships) report an apparent response of the atmosphere to solar flare activity (see, for instance, *Pudovkin and Babushkina*, 1992a; *Gabis and Troshichev*, 2000).

**Coronal mass ejections, the slow solar wind, and coronal holes.** These three solar phenomena can be considered the drivers of geomagnetic activity; variations in the frequency, composition, and intensity of these events result in variations in the magnetosphere and hence geomagnetic activity. They are described here only briefly, as the physics of these events are of limited relevance to solar-climate relationships. The aspects of geomagnetic activity that are potentially relevant to solar-climate relationships are discussed later within this chapter.

The magnetosphere is the region of space that is influenced by the earth’s magnetic field (*Lyons*, 2000). Undisturbed by the sun and the solar wind, the earth’s magnetosphere

---

\(^1\) It is available online from the Bogazici University Kandilli Observatory (Istanbul, Turkey) and commences in 1976. (http://www.koeri.boun.edu.tr/astronomy/findex.html)
would resemble a simple dipolar magnetic field, as shown in Figure 2.3 (Hopgood and Barton, 1987). However, because the sun’s magnetic field is embedded within its various forms of ejecta, the magnetosphere is constrained by solar activity and instead of approximating a sphere the magnetosphere contains a ‘tail’ on the nightward side. Under normal circumstances, it resembles the pattern shown in Figure 2.4a (from Lyons, 2000). The solar magnetic field and the magnetosphere are aligned in the same direction (northward) and remain closed to one another. However, when the solar magnetic field (embedded in either the solar wind or coronal mass ejections) has a southward component the magnetic field lines are joined and the magnetosphere is ‘open’ (Figure 2.4b). This allows the transfer of energy from the solar wind to the magnetosphere, and results in variations in the strength and behaviour of the magnetic field. The three main solar events that lead to the coupling of the sun and the magnetosphere are coronal mass ejections, variations in the slow solar wind, and coronal holes. These are described, in turn, below.

Coronal mass ejections are large ‘clouds’ of plasma emitted from the outer layer of the sun’s atmosphere (the corona) and chromosphere (Webb, 2000). As well as the energetic particles that make up coronal mass ejections, these large solar clouds are also embedded with the sun’s magnetic field. The particles and the magnetic field contained within a coronal mass ejection interact with the earth’s magnetic field to cause geomagnetic storms. Rees (1995) describes the sequence of events involving coronal mass ejections that lead to magnetospheric disturbances and ultimately changes in the thermosphere. Coronal mass ejections typically travel at speeds between 20 kms$^{-1}$ and 2,000 kms$^{-1}$ (Cane, 2000), and therefore require ~2-4 days to reach the earth. This

---

2 A southward component to the solar magnetic field is not always necessary for geomagnetic disturbances to occur. According to Rees (1995), satellite observations indicate that under certain pressure conditions in the solar wind, geomagnetic activity can result even with a northward magnetic field. Alternatively, Gosling et al. (1991) report that the speed of a coronal mass ejection as it leaves the sun is the most important factor relating to its effectiveness in causing geomagnetic disturbances. Schreiber (1998) found that the southward component of the solar magnetic field is most important (for geomagnetic activity) during the descending phase of the solar cycle, while the velocity of the solar wind has a greater influence during the ascending phase.
makes it possible to predict the arrival of a geomagnetic storm and, perhaps, any associated meteorological impacts. The possible climatic significance of these geomagnetic disturbances is outlined in section 2.3.

Figure 2.5 is a chronograph picture of an unusually narrow coronal mass ejection that occurred on June 2\textsuperscript{nd}, 1998. The white circle at the centre of the image marks the position of the sun – the black disk obscures the sun to allow the chronograph to observe the corona. The figure shows the coronal mass ejection streaming off to the lower right corner of the image. From this, it is obvious that not all coronal mass ejections are directed toward the earth. In fact, during solar maxima only about 70 coronal mass ejections per year are earth-directed (Lang, 2001). The frequency of coronal mass ejections closely follows the solar cycle (Hudson, 1997). Webb and Howard (1994) used data spanning 1972 to 1989 to show that the rate of occurrence of coronal mass ejections is up to three per day during solar maximum and lower than 0.5 per day during solar minimum.

Although there is an element of uncertainty regarding the solar origin of non-recurrent geomagnetic activity, Landi et al. (1998) conclude that a ‘large fraction’ of geomagnetic storms is related to coronal mass ejections. Similarly, Gosling et al. (1991) report that between August 1978 and October 1982, 36 out of the 37 major geomagnetic storms in that period were related to coronal mass ejections. However, the relative importance of coronal mass ejections to geomagnetic activity varies over the solar cycle. During solar maxima, their contribution to geomagnetic activity is ~50%, compared to <10% during solar minima (Richmond and Lu, 2000).

The second solar phenomenon that drives geomagnetic activity is the solar wind. The solar wind is, in the simplest view, charged particles (typically protons) from the sun emitted into interplanetary space at velocities between 300 and 700 kms\textsuperscript{-1} (Goldstein,

---

\textsuperscript{3} See Webb et al. (2002) for a description of an upcoming project for the detection and measurement of coronal mass ejections and the prediction of their arrival at earth.

\textsuperscript{4} Courtesy of SOHO/LASCO consortium. SOHO is a project of international cooperation between ESA and NASA. See http://sohowww.nascom.nasa.gov/ for more information.
More specifically, the solar wind is derived from the corona and is plasma embedded with the solar magnetic field and consisting of high-energy protons and electrons (Akasofu, 1998). Because the solar wind is plasma, it ‘drags’ with it some of the solar magnetic flux, which once it has left the sun, is known as the interplanetary magnetic field (Lockwood et al., 1999). It is interesting to note that although the energy contained in the solar wind is only one-millionth that of the total solar irradiance (Lyons, 2000), it can still cause large disturbances to the earth’s magnetosphere and upper atmosphere. There are two types of solar wind – a fast solar wind that is relatively unchanged over the course of the solar cycle, and the slow solar wind (Lang, 2001). Changes in the properties of the slow solar wind, such as magnetic field direction and strength, density, and speed, result in changes to geomagnetic activity. The relative importance of variations in the slow solar wind to geomagnetic activity is ~20% regardless of the solar cycle state (Richardson et al., 2000).

The third driver of geomagnetic storms is coronal holes, which are associated with high-speed solar streams. Coronal holes correspond to magnetic ‘loops’ on the solar corona. However, instead of being closed (that is, with both ends embedded in the sun), one end of the loop extends out into interplanetary space, emitting a high-speed solar wind (Lang, 2001). Figure 2.6 shows an exceptionally large coronal hole (outlined) with arrows drawing attention to the outgoing high-speed solar wind. Coronal holes are generally associated with recurrent geomagnetic activity (Chen, 1997) such as the 27-day cycle described by Chree (1913). The recurrent activity is the result of the 27-day solar rotation – geomagnetic activity peaks when a coronal hole is earth-directed. Their relative contribution to geomagnetic activity is ~30% during solar maxima and 70% during solar minima (Richardson et al., 2000). They are most effective during the descending phase of the solar cycle (Tsurutani and Gonzalez, 1998). The impact that coronal holes have on the magnetosphere is markedly different to that of coronal mass ejections. Coronal mass ejections generally lead to larger, shorter-lived disturbances, while the high-speed solar wind from coronal holes causes less intense disturbances of longer duration (Watari and Watanabe, 1998).

This section has described the numerous changes in the solar environment over the course of the solar cycle. Three main changes were described – solar irradiance changes
through sunspots and faculae, changes in solar flare frequency and intensity, and changes in the various coronal phenomena that drive geomagnetic storms. The links between these changes and the terrestrial atmosphere are summarised in Figure 2.7 (Baker, 2000). From a solar-climate perspective, an important solar-terrestrial relationship that has not been included in Baker’s (2000) figure is the effect of cosmic rays and energetic particles on atmospheric ionisation (described in Ney, 1959), which is evident in all layers of the atmosphere. In the figure, variations in sunspots and faculae are embodied in the link between the photosphere and ultraviolet and visible light, and finally the atmosphere. Changes in solar flare frequency and intensity are included in the link between the three outer solar layers to transient events. Changes in the solar wind follow a different path to the terrestrial atmosphere and involve geomagnetic activity effects on the upper atmosphere, which are described in the following section.

### 2.2.3 Geomagnetic Activity

In 1852, Sabine declared that the period and epochs of the sunspot record and geomagnetic activity are “absolutely identical” (Sabine, 1852; page 121). Sabine’s revelation that geomagnetic and solar variations are related marks the beginning of the field of solar-terrestrial physics (Cliver, 1994). Figure 2.8 shows the similarity between solar activity, represented by the sunspot number, and geomagnetic activity, represented by the AA index (for the period 1868-2000, \( r = 0.60 \)). There are, however, some differences between the two that are of great importance to solar-climate relationships, which are described later within this chapter. The causes of geomagnetic activity have been described in the previous section. This section reviews the impact that geomagnetic activity, in particular geomagnetic storms, has on the terrestrial atmosphere.

Three aspects of geomagnetic activity are (potentially) climatologically relevant. Firstly, geomagnetic activity exerts a profound influence on the earth’s thermosphere and to some degree the mesosphere (see, for example, the review in Laštovička, 1996). The possibility that the upper and middle/lower atmospheres are to some degree coupled is one way that geomagnetic activity variations might influence climate. Secondly, geomagnetic activity influences the flux of cosmic rays entering the atmosphere
(Forbush, 1954), which in turn influences atmospheric ionisation and electric currents. This has been suggested by some as a mechanism by which solar activity influences cloud cover and, ultimately, climate (see section 2.2.8). Finally, because the solar cycle and geomagnetic activity are closely related, it has been suggested that geomagnetic activity variations can possibly be used as an index of solar irradiance (Cliver et al. 1998, Lockwood, 2001). These aspects are discussed, in turn, below.

**Upper atmospheric response to geomagnetic storms.** Figure 2.9 shows the structure of the earth’s atmosphere. A geomagnetic storm is a period of intense energy input into the upper atmosphere from the magnetosphere (Fuller-Rowell et al., 1994, 1997). For example, Lu et al. (1998) report that ~400 GW of energy was deposited into the mesosphere during a two-day geomagnetic disturbance in January 1997. The injection of energetic particles from the magnetosphere initiates many changes in the thermosphere and ionosphere. Geomagnetic storms influence the structure, composition, dynamics, temperature, and electric fields of the upper atmosphere (Forbes et al., 1996; Prölss and Roemer, 2000; Richmond and Lu, 2000). These changes are brought about by three processes – joule heating, auroral particle precipitation, and ion drag (Fuller-Rowell et al., 1997; Richmond and Lu, 2000). Despite the large change in the upper atmosphere during geomagnetic storms, the potential impact on the lower atmosphere (and climate) is limited. This is mainly because most of the energy is deposited in the lower thermosphere, at a height of 115 km, and largely affects the atmosphere above this level (Fuller-Rowell et al, 1997).
An understanding of the upper atmospheric response to geomagnetic activity is limited by a lack of observational data. Nevertheless, there are a number of responses that may be relevant to the lower atmosphere. For instance, Bogdanov and Leont’yev (1991) have shown that vertical winds of considerable velocity occur in the thermosphere, and that the direction of the vertical winds (descending/ascending) is affected by aurora (which are the product of heightened geomagnetic activity). To explain observed correlations between the North Atlantic Oscillation and geomagnetic activity, Bucha and Bucha (1998) suggested that the downward winds generated in the thermosphere during geomagnetic storms can influence the strength of the northern hemisphere jet stream. Although there is no direct evidence that vertical winds in the thermosphere can influence the lower atmosphere, this mechanism is worth considering (see chapter five).

Changes to the composition of the upper atmosphere during a geomagnetic storm might also influence the lower atmosphere. There are numerous compositional changes to the thermosphere resulting from geomagnetic activity (see, for example, Engebretson and Maursberger, 1983). One of particular interest, because of its potential relevance to climate, is the change in nitrogen oxide. Fuller-Rowell et al. (1997) report that the nitrogen oxide generated in the lower thermosphere during solar and geomagnetic activity can be transported downward by vertical winds, and once in the middle
atmosphere (at an altitude of 40-50 km), it can destroy ozone\(^5\). These processes and the importance of energetic electron precipitation (associated with the solar wind) in the middle atmosphere and stratospheric ozone were examined in Callis et al. (2001)\(^6\). Their results suggest the possibility of a dynamic coupling of the lower and middle/upper atmosphere via atmospheric chemistry.

Fuller-Rowell et al. (1997) also suggest that the changes in thermospheric circulation during geomagnetic storms may influence the transmission of planetary waves from the lower atmosphere. Such a mechanism, whereby solar-induced changes to the atmosphere influence the troposphere through planetary wave coupling, is described in Arnold and Robinson (1998, 2001), and evaluated in chapter five.

One further consideration of the potential climatic impact of geomagnetic activity relates to the electric currents generated during such disturbances. The thermospheric winds generated during a geomagnetic storm move the electrically conductive ionospheric plasma through the earth’s magnetic field, creating electric currents in the ionosphere which can alter the vertical electric field at the earth’s surface (Fuller-Rowell et al., 1997). The geomagnetic disturbances can also induce currents on the earth’s surface, sometimes to the detriment of pipelines and power stations (Joselyn, 1998). For instance, during March 1989 a geomagnetic activity induced current damaged the Hydro-Québec power network (Pirjola et al., 2000; Siscoe, 2000). The possible climatic implications of these electric currents are described in section 2.2.8, and relate mainly to the ‘electrofreezing’ mechanism suggested in Tinsley (1996b).

**Cosmic rays and the Forbush decrease.** Under normal solar wind conditions there are more than 10\(^{18}\) galactic cosmic rays per second arriving at the top of the earth’s atmosphere (Jokipii, 1998). These cosmic rays are mainly protons with energies of \(~1\)

\(^5\) Fuller-Rowell et al. (1997) report that this process has been observed and modelled for solar proton events, but not for nitrogen oxide produced during geomagnetic storms. Furthermore, this process is generally limited to the polar night period, especially during the solstice, as nitrogen oxide undergoes photodissociation.

\(^6\) Callis et al. (2001) used a number of 19-year simulations as well as observational data to examine the effects of energetic electron precipitation and ultraviolet radiation variations on the global ozone columns.
GeV, and are the main source of atmospheric ionisation between altitudes of 1-50 km (Dickinson, 1975), though most galactic cosmic ray ionisation occurs at altitudes between 10-20 km (Tinsley et al., 1989).

Forbush (1954) used cosmic-ray ionisation data from four locations – Godhavn (Denmark), Cheltenham (U.S.), Huancayo (Peru), and Christchurch (New Zealand) – to show that a variation in ionisation of about 4% between 1937 and 1952 was negatively correlated to the sunspot number. Further investigation led him to conclude that there is a relationship between cosmic-ray decreases and geomagnetic activity, and that “major transient decreases in cosmic-ray intensity occur during magnetic disturbances.” (Forbush, 1954; page 525). The relationship described in Forbush (1954, 1958) is now termed the Forbush decrease and involves the modulation of cosmic-ray flux by the solar wind. Cosmic rays are entrained by the magnetic field of the outward moving solar wind (Jokipii, 1998); the interplanetary (solar) magnetic field therefore acts as a barrier to cosmic rays, and the amount of cosmic ray ‘blocking’ depends on the strength of the magnetic field (Lang, 2001). The largest Forbush decreases result in ionisation decreases of up to 30% at polar latitudes (Bazilevskaya et al., 2000) and are associated with fast coronal mass ejections (Cane, 2000). Figure 2.10 shows the close relationship between solar activity (as represented by the sunspot number) and cosmic-ray flux. It is important to note, however, that geomagnetic activity is not a perfect proxy for Forbush decrease magnitude, largely because geomagnetic activity is affected by conditions near the earth while the Forbush decrease of cosmic rays occurs over a larger area in the heliosphere (Belov et al., 2001).

Geomorphic activity as a proxy for solar irradiance. Cliver et al. (1998) compared decadal averages of geomagnetic activity and terrestrial surface temperature records, and found that the two are strongly correlated ($r = 0.90$). Based on their results, Cliver et al. (1998) hypothesised that variations in the geomagnetic activity index relate to

---

7 The term Forbush decrease is generally only applied to short-term, non-recurrent decreases associated with transient events, such as coronal mass ejections (Cane, 2000).

8 Cane (2000) also notes, however, that coronal mass ejections are of limited importance to the long-term modulation of cosmic rays seen over the course of the solar cycle.
long-term variations in solar irradiance. This suggestion is supported by the results of Lockwood et al. (1999) who found that the coronal source flux (which is well represented by indices of geomagnetic activity) is strongly correlated to solar irradiance measurements \((r = 0.84)\). Lockwood (2001) also reports that the indices of solar cycle length, which are often used as a proxy for solar irradiance (see section 2.2.11), show some similarities to geomagnetic activity indices.

As well as the possible similarities between geomagnetic activity and long-term solar irradiance changes, a similar relationship may also exist at the daily timescale. The largest coronal mass ejections are associated with, but not caused by, solar flares. Section 2.2.2 has already indicated that increases in solar ultraviolet radiation are associated with large flares; this is another way in which geomagnetic activity may be a useful proxy for solar irradiance.

### 2.2.4 Geomagnetic Activity and the Sunspot Cycle

The previous sections have described the similarities between the sunspot number, which is the most commonly used index of solar activity, and geomagnetic activity. There are fundamental differences, however, some of which have been noted by solar-climate researchers, and all of which are obvious when the two indices are compared. These are shown in Figure 2.11, which uses an index of geomagnetic activity known as the ‘AA’ index (Amplitude Antipodal) that is described in section 2.2.5. It is important for solar-climate researchers to note these differences because they will have some bearing on the outcome of statistical analyses.

Firstly, geomagnetic activity contains an upward trend that is not mirrored in the sunspot number (Figure 2.11). The trend has particular significance for solar-climate relationships, as a similar long-term trend is evident in global temperatures. Lockwood et al. (1999) relate this increase in geomagnetic activity to a doubling of the solar coronal magnetic field over the last 100 years, which they also suggest is related to the sun’s luminosity.
A second important difference is that maxima of geomagnetic activity tend to occur a number of years after the corresponding sunspot maxima, as the following analyses demonstrate. In Figure 2.12a, years of geomagnetic and sunspot maxima were designated as those that exceeded all adjacent values for ±3 years. By comparing the timing of geomagnetic activity maxima with the timing of the nearest sunspot maxima, it is evident that the lag between peaks in the two indices range from -2 to +5 years. These calculations reveal that the average lag is 1.42 years. By examining the time series of the two indices, it is also evident that instances where the geomagnetic maxima lead the sunspot maxima (1882, 1926, 1978), as represented by negative lags, correspond to ‘double maxima’. In each instance, another geomagnetic maximum occurs four years later – this result coincides with the suggestion, by Clúa de Gonzalez et al. (1993), that a 4.4-year periodicity in geomagnetic activity is the result of the ‘dual-peak’ structure in geomagnetic maxima. A similar analysis of the correspondence between geomagnetic and sunspot minima (Figure 2.12b) shows that in nearly all instances, a geomagnetic minimum occurs in the same year, or the year after, a sunspot minimum. The two exceptions are the geomagnetic minimum in 1949, which appears to coincide with a sunspot maximum, and the geomagnetic minimum in 1980, which lags the sunspot minimum by four years.

Another important difference, especially for the statistical aspect of solar-climate relationships, is that geomagnetic activity exhibits substantial short-term (2-5 year) variations, whereas variability in the sunspot number is largely limited to the decadal timescale. This is evident in Figure 2.13, which shows power spectra for the two time series. These variations need to be filtered out if geomagnetic activity is to be used for comparisons with decadal-scale climate variations (see chapter three). Conversely, the short-term variations can be isolated to examine solar-climate relationships at timescales that are unavailable when the sunspot number is used to parameterise solar activity.

---

9 The geomagnetic activity maximum in 1943 was excluded from the analyses because it coincides with a sunspot minimum.
There are also a number of aspects relating to the temporal behaviour of geomagnetic activity that are pertinent to solar-climate relationships. The first is the seasonal variation of geomagnetic activity – geomagnetic activity displays maxima at the equinoxes, which are especially prominent for intense geomagnetic storms (Gonzalez et al., 1994; Bell et al., 1997). Figure 2.14 shows the monthly average of the geomagnetic AA index from 1868 to 1999 – note the peaks in March and September. The equinoctial peaks are even more pronounced when the number of geomagnetic storm days, between 1868 and 1998, are plotted (Figure 2.15). Schreiber (1998) notes, however, that the equinoctial maxima in geomagnetic activity are mainly evident in the declining phase of the solar cycle, whereas during the ascending phase the semi-annual maxima occur at the beginning of April and March. The reason for these maxima is not fully understood yet but Clúa de Gonzalez et al. (1993, 2001) and Schreiber (1998) describe the most likely mechanisms, which generally relate to the geometry between the earth and the sun. There is also an enigmatic tendency for very large geomagnetic storms to occur in July (see Clúa de Gonzalez et al., 2001), which has not been explained.

Geomagnetic activity is also different to sunspot activity because it is variable on daily timescales, largely through the impacts of coronal mass ejections. Sunspots, conversely, do not have strong daily variance and cannot accommodate the analysis of solar-weather relationships. The use of geomagnetic activity as a solar proxy has led to a solar-climate field of study that focuses on sun-weather relationships. In fact, most studies linking geomagnetic activity to the lower atmosphere focus on daily timescales.

Finally, as the previous sections have shown, geomagnetic activity represents a whole suite of solar-terrestrial relationships, and the geomagnetic AA index can possibly act as a proxy for many solar phenomena, such as flare activity and solar irradiance changes. In that regard, it is important to explain, as Labitzke (2001) did with the use of the 10.7 cm solar flux as an index of solar activity, that the use of geomagnetic activity indices throughout this study does not imply a direct causal relationship between the state of the earth’s magnetic field and the climate of the lower atmosphere. Geomagnetic activity is simply used as a proxy for the various solar-terrestrial changes described in previous sections. The aspect of geomagnetic activity that is most relevant to climate change is examined in chapter five.
2.2.5 Indices of Geomagnetic Activity

In 1972, Mayaud developed the AA index and showed that it is superior to many other existing geomagnetic indices. Its benefits are especially pertinent to solar-climate relationships. A general overview of some of the different geomagnetic indices is available online from the National Geophysical Data Center and in Hopgood and Barton (1987), and is as follows:

Geomagnetic observatories worldwide measure the state of the earth’s magnetic field over three hour intervals in a logarithmic scale ranging from 0-9, known as the K-index. The daily average from 12 globally distributed stations is known as the planetary index, $K_p$. When converted to a linear scale, the $K_p$ index becomes the $A_p$ index (the ‘A’ meaning ‘amplitude’). The $K_p$ and $A_p$ indices have been used extensively in studies linking geomagnetic activity to the lower atmosphere. However, solar climate studies sometimes use a different index – the AA index. The AA index is similar to the planetary index ($A_p$) but is instead based on data from two antipodal stations, Hartland (England) and Canberra (Australia). Like the $A_p$ index, it is measured in nanoTesla (nT).

Factors that limit the global usefulness of geomagnetic indices include the influence of the daily maximum at each station, occurring at night (in local time), and the seasonal maximum at the summer solstice (Clilverd et al, 1998). The use of antipodal stations for the calculation of the AA index overcomes both these problems (Mayaud, 1972). The AA index and other geomagnetic indices are available from the NOAA NGDC Solar Terrestrial Physics Division Internet site. It boasts a relatively long record – unlike the $A_p$ index, which only spans 1932-1998, the AA index is currently available from 1868-1998. Because of its long record and benefits over other available indices, the AA index is used as a measure of geomagnetic activity throughout this study.

10 http://www.ngdc.noaa.gov/STP/SOLAR_DATA/RELATED_INDICES/AA_INDEX/
2.2.6 Superposed Epoch Analysis

This section describes the origin and method of one of the common techniques used in solar-weather studies – superposed epoch analysis. The superposed epoch analysis method was first devised by Chree (1913), who used it to confirm the ~27-day recurrence interval in geomagnetic activity. This relatively simple technique involves three steps and is used to detect a consistent change in one time series (it is convenient to label this as the ‘response’ time series) in response to an intermittent event in another (best labelled as the ‘event’ time series). The first step involves the selection of key dates; these correspond to intermittent occurrences in the event time series and in each case are designated as day zero. Chree (1913) chose the five days of each month with the highest horizontal magnetic field intensity using data from Kew Observatory. In the next step, corresponding values from the response time series are found for the selected key dates. Note that in Chree’s (1913) study, the event time series and the response time series are the same; that is, magnetic field intensity. A certain amount of lag is also included to allow for delays between events in one time series influencing the other. Because Chree was examining the ~27 day recurrence interval in geomagnetic activity, values for geomagnetic activity from -5 to +35 days (around the key date) were extracted. In the final step, the intervals extracted from the response time series are lined-up and the values for each lag are averaged. The assumption behind superposed epoch analysis is that random fluctuations are averaged out, whereas a consistent response relative to the key date is preserved by the averaging process (Haurwitz and Brier, 1981).

The results of Chree’s superposed epoch analysis are shown in Figure 2.16. The recurrence of high geomagnetic activity roughly 27 days after the key dates is evident. It is now known that this is due to the rotation of the sun, which has a 27-day period.12 Because of the success of this simple, yet powerful, technique it is now a common tool

---

12 The 27-day period of solar rotation is actually an average between the 24-day period at the solar equator and the 30-day period at the solar poles (Hathaway, 1998). The 27-day cycle in geomagnetic activity is due to the presence of open coronal holes on the solar surface, which have been described in section 2.2.2.
in geophysics (Lam and Samson, 1994). It is also commonly used in sun-weather studies that focus on daily timescales (see, for instance, Tinsley et al., 1989; Pudovkin and Babushkina, 1992a; Stening, 1994; Kirkland et al., 1996; Pudovkin and Veretenenko, 1996; Besprozvannaya et al., 1997; Pudovkin et al., 1997; Veretenenko and Pudovkin, 1997; Egorova et al., 2000; Gabis and Troshichev, 2000; Wilcox et al., 1973). Chapter four will show, however, that sometimes it is of limited practical use in atmospheric science because of the amount of ‘noise’ inherent to meteorological time series, and that many of the results obtained using this method are questionable.

2.2.7 Early approaches

Stagg (1931) was one of the first to attempt to link geomagnetic activity to meteorological variations. He compared geomagnetic data (not the AA index, however), to hourly atmospheric pressure data from Aberdeen Observatory. While conceding that no connection between the two geophysical parameters was evident when daily mean data were used, Stagg reported an ‘unsuspected’ relationship when using hourly data. He averaged hourly atmospheric pressure into two categories based on geomagnetic conditions. In a process reminiscent of the superposed epoch analysis method developed by Chree (1913), Stagg used five ‘quiet’ and five ‘disturbed’ days in each month, and averaged atmospheric pressure for these days for each hour. In the resulting averages, he noted that the forenoon maximum in atmospheric pressure (occurring at 10-12 hours GMT) was relatively less during disturbed conditions. The opposite occurred at the evening maximum (20-24 hours GMT), with atmospheric pressure higher, on average, during geomagnetically disturbed conditions than quiet conditions. He also noted that this relationship was dependent on the level of solar activity; the relationship was most evident during low solar activity and lacking during high solar activity.

Despite the curious relationship that Stagg (1931) described, very little modern research has been done along these lines since then. Numerous studies have addressed links

---

13 Now known as Cromwell Tower; see http://www.abdn.ac.uk/physics/astro/cto/histcromwell2.htm
between geomagnetic activity and the atmosphere (these are examined in section 2.3), but none have used hourly data and very few incorporate both geomagnetic and solar activity. Appendix A, therefore, describes a brief analysis of the relationship described in Stagg (1931) using modern data. Six-hourly atmospheric pressure data recorded at Aberdeen (kindly provided by Graham Bartlett, from the UK Meteorological Office) were analysed in a method similar to that described in Stagg’s paper. The data begin in 1921 (the same as Stagg’s study) and continue to 1995. Stagg’s results are visually striking, yet the analyses in Appendix A find no such relationship in the updated data, which include data for the same period as Stagg’s study. Despite a number of mitigating factors relating to the methods and data used in the analyses (see Appendix A for more details), the disparity between Stagg’s results and those presented here is an example of how controversial and subjective the field of solar-climate research can be. The relationship between geomagnetic activity and climate (and weather) is the focus of this thesis and is therefore discussed separately in section 2.3, which describes some other inconsistencies and points for further consideration in this field of study.

In 1934, Brooks published on the link between sunspots and thunderstorm frequency. Brooks expanded on the earlier results using a more global distribution of thunderstorm records (Figure 2.17). Like Stagg’s (1931) research, Brooks’ paper exemplifies the bold, optimistic views of some of the early climate researchers, which perhaps in today’s sceptical environment would not be well received. His results are shown in Table 2.2. Notable correlations are evident for Siberia, Sweden, the West Indies, and Southern Asia.

The important aspect of this paper is not only the possible solar-climate link it describes involving thunderstorms but the fact that it exemplifies how a lot of solar-climate research is based on assumptions and speculation and do not address specific climatic problems. Brooks suggested that there may be an a priori reason for linking thunderstorms to sunspot numbers because of their “affinities with the upper air as well as the with the surface” (Brooks, 1934; page 153). His paper, however, predates the discovery of the Forbush decrease and the revelation that solar modulated cosmic rays influence atmosphere ionisation (see later sections). The a priori reasoning, therefore, is particularly limited because no physical mechanism linking the sunspots and
thunderstorms had been previously suggested. Furthermore, Brooks’ study, while useful and of scientific interest, does not address any specific problems relating to thunderstorm activity.

2.2.8 Cosmic Rays and Clouds

Solar-climate relationships are often criticised due to the lack of proven physical mechanisms through which solar variability can influence climate. The suggestion that cosmic rays influence cloud formation, however, is one possible mechanism that has remained in favour with some researchers since its inception in the 1950s.

Section 2.2.3 described how solar-modulated geomagnetic activity influences the cosmic-ray flux into the earth’s atmosphere through the ‘Forbush decrease’. Shortly after the description of this phenomenon by Forbush in 1954, Ney (1959) described another relationship between cosmic ray flux and atmospheric ionisation in the troposphere and stratosphere. Figure 2.18 shows the changes in atmospheric ionisation for various geopotential heights between 1954 (solar maximum) and 1957 (solar minimum). It demonstrates that even at the surface, changes of ~4% occur over the solar cycle, while at the 10 hPa geopotential level the changes exceed 50% at the poles. Larger variations in cosmic-ray flux are evident at the poles because the amount of ‘blocking’ of cosmic rays mainly depends on the horizontal intensity of the earth’s magnetic field. Recalling Figure 2.3, it is evident that at the earth’s equator the horizontal component of the magnetic field is at a maximum, while at the poles it is minimal.

Ney (1959) presented a diagram that showed a speculative chain-of-events whereby solar activity influenced atmospheric temperature via cosmic rays and ionisation. This diagram has been reproduced in Figure 2.19, and marks the inception of one of the more popular solar-climate mechanisms. Ney’s speculative mechanism was augmented by Dickinson (1975), who incorporated the role of stratospheric aerosols in the cosmic-ray modulation of cloud formation. Dickinson argued that although it is known that ions assist homogeneous water vapour nucleation at lower supersaturation levels, the high levels of supersaturation required for ions to make a difference do not occur in the
troposphere because of the abundance of particles for heterogenous nucleation. Instead, Dickinson speculated that varying amounts of atmospheric ionisation, associated with cosmic rays, could modulate the formation of sulphate aerosols. These, in turn, can act as cloud condensation nuclei.

The cosmic-ray flux/cloud hypothesis was further developed in a series of papers by Brian Tinsley and co-workers (Tinsley et al., 1989; Tinsley and Deen, 1991; Tinsley and Heelis, 1993; Tinsley, 1996a, b), which describe what is referred to as the ‘Tinsley’ mechanism by some researchers. This mechanism links cosmic rays to cloud cover through processes involving atmospheric electricity (Figure 2.20, taken from Tinsley and Deen, 1991). The process begins with supercooled droplets obtaining a charge through atmospheric ionisation, which Ney (1959) has shown is influenced by the cosmic-ray flux. By virtue of their charged state, the supercooled droplets readily combine and grow to sizes that allow freezing. Ice crystals formed in this manner fall to lower levels in the atmosphere, where they glaciate mid-level clouds. The release of latent heat during the glaciation process can intensify cyclones, which can then alter storm tracks and influence gravity waves (Tinsley and Deen, 1991). According to this mechanism, climate therefore varies with the state of the global electric circuit, which is modulated by the cosmic-ray flux.

The Tinsley mechanism is one of the more comprehensive solar-climate mechanisms, which Tinsley et al. (1989) point out, has the benefit of being applicable to solar-climate relationships of any timescale, including the daily level. Accordingly, it is quite popular with solar-climate researchers. However, the mechanism suffers from uncertainties relating to cloud nucleation and electrofreezing processes. For example, Detwiler (1993) points out that the current theories and laboratory observations do not support the view that electrofreezing is an important mechanism for tropospheric cloud formation.

---

14 Due to the effect of surface tension, it is possible for water droplets of 5 µm or less to resist homogenous freezing at temperatures down to -40°C (Rogers and You, 1989).
In another critical assessment of the cosmic ray/cloud link, Mohnen (1990) concluded that “cosmic rays can not have a significant impact on stratospheric aerosol population.” (page 1933). Mohnen’s objection relates primarily to the limited magnitude of the changes in ion density associated with cosmic rays, which are two orders of magnitude smaller than those associated with volcanic activity. He also states that cosmic ray induced nucleation ‘cannot compete’ with nucleation on pre-existing particles derived from surface or meteoric origin.

It is evident that the exact method through which the cosmic-ray flux might influence cloud cover is not clear and certainly a point of contention for climate researchers. Despite the continuing refinement and development of the cosmic ray/cloud mechanism for solar-climate relationships, the much-needed ‘evidence’ supporting these theories was not available until Svensmark and Friis-Christensen published ‘Variation of cosmic ray flux and global cloud coverage – a missing link in solar-climate relationships’ in 1997. Svensmark and Friis-Christensen (1997) analysed smoothed monthly satellite cloud data15 over the midlatitude oceans between 1983 and 1990. They found that the total cloud cover varies between 3-4% in that period and that these variations are highly correlated to cosmic-ray intensity.

Despite uncertainties regarding the impact that a 3-4% change in cloud cover would have on the earth’s climate, by providing evidence for a viable solar-climate mechanism Svensmark and Friis-Christiansen’s results could have potentially become a cornerstone on which the credibility of solar-climate relationships could stand. However, there are some important shortcomings in these results, and accordingly, they have not gained general acceptance. Jørgensen and Hansen (2000) suggest not only that the observed effects may be explained by the El Niño/Southern Oscillation variations or volcanic activity, but also that Svensmark and Friis-Christensen’s (1997) findings do not take into account important factors relating to the optical thickness of clouds.

15 From the International Satellite Cloud Cover Program (ISCCP), which was established in 1982 and ran until June 2002 (see http://isccp.giss.nasa.gov/overview.html).
Another shortcoming of the results is described in Kernthaler et al. (1999), who repeated Svensmark and Friis-Christensen’s (1997) work but used only data from 1985 to 1988, when cloud satellite measurements are most reliable. They also included data from high latitudes as well as data over land. Svensmark and Friis-Christensen (1997) had indicated that the relationships between cloud cover and cosmic rays should be greatest at high latitudes, as that is where variations in ionisation due to cosmic rays should be greatest (recall Figure 2.18 showing atmospheric ionisation data from Ney, 1959). However, Kernthaler et al. found the opposite – that the inclusion of the high-latitude data reduces the amplitude of the link between cloud cover and cosmic rays, and that there is no correlation between different cloud types and cosmic ray flux.

Similarly, Kristjánsson and Kristiansen’s (2000) evaluation of the Svensmark/Friis-Christensen results casts doubt over the cosmic ray/cloud relationship. They found that by extending the temporal coverage of the analysis (by incorporating the ISCCP D2 data set) the relationship described in Svensmark and Friis-Christensen (1997) is not evident in the data from 1989-1993. They conclude that the strong correlation in the ISCCP C2 dataset used by Svensmark and Friis-Christiansen (1997) may be ‘purely coincidental’. They do concede, however, that a weak, negative correlation ($r = -0.345$) is evident between synoptic cloud observations over the oceans (from Norris, 1999) and cosmic-ray flux.

An apparent link between cosmic rays and synoptic cloud cover data was also reported by Veretenenko and Pudovkin (1995). They linked changes in synoptic cloud cover to the Forbush decrease of galactic cosmic rays, but examined only day-to-day changes. Veretenenko and Pudovkin (1995) examined total cloudiness for the period 1969-1986 for three latitudinal zones (50°N, 60°-64°N, 65°-68°N) within the former U.S.S.R. The data were separated into winter (October through to March) and summer (April to September). The superposed epoch analysis method was used, with Forbush decreases of 3% or more set as key events. Their results show a decrease of 5% to 7.5% in...

16 Kristjánsson and Kristiansen (2000) suggest that the reason the cosmic ray/cloud link is perhaps evident only over the oceans (and only for low clouds) is because of the limited amount of cloud condensation nuclei and the greater cooling effect that occur there.
cloudiness in the latitudinal zone of 60° to 64°N on the first and second day following Forbush decrease events for the winter half-year (Figure 2.21). A similar but smaller response is evident in the summer half-year. For the latitudinal zone of 65° to 68°N, Veretenenko and Pudovkin (1995) report an increase in cloudiness (for the winter period only) starting two days before the Forbush decrease, at which point cloudiness returns to the normal value.

Veretenenko and Pudovkin’s study examined the day-to-day relationships between cloud cover and cosmic rays. As such, it is fundamentally different to Svensmark and Friis-Christensen’s (1997) study and its implications for solar-climate relationships are unclear. Although it has not been scrutinised to the same extent as Svensmark and Friis-Christensen’s study, Veretenenko and Pudovkin’s study appears to support the view expressed in Tinsley et al. (1989) that the link between cosmic-rays and clouds should operate at all timescales.

Svensmark and Friis-Christensen expand on their original results and rebut some of the criticisms of their initial work in Svensmark (1998), Friis-Christensen (2000), and Svensmark and Friis-Christensen (2000). For instance, Friis-Christensen (2000) and Svensmark and Friis-Christensen (2000) indicate that the ISCCP-C2 data that were used by Kernthaler et al. (1999) were derived by a poor algorithm, and subsequently provides a different categorisation of cloud types to the ISCCP-D2 data set. Svensmark and Friis-Christensen (2000) report that the findings of Kernthaler et al. (1999) cannot be reproduced in the newer ISCCP-D2 data set. Friis-Christensen (2000) explains that although global cloud cover is correlated to El Niño events, it does not exclude a cosmic ray influence. It is evident, therefore, that the solar forcing of cloud cover remains debatable.

The link between cosmic rays and clouds is contentious on two points. Firstly, the theoretical mechanisms by which cosmic rays influence cloud nucleation are disputed. In fact, both Kristjánsson and Kristiansen’s (2000) and Jørgensen and Hansen (2000) use the fact that there is no known or proven mechanism linking cosmic rays to clouds to criticise the results of Svensmark and Friis-Christensen (1997). Secondly, the observed links between cosmic rays and clouds are questionable.
It is obvious, however, that the main problem is the limited quality and temporal range of the available cloud cover data. Two things must occur before a possible cosmic ray/cloud mechanism can be proven – our understanding of cloud nucleation dynamics and atmospheric aerosols needs to improve, and a longer, better quality data set is required. Nevertheless, the notion that geomagnetic activity can influence climate by modulating cosmic rays remains an interesting possibility in solar-climate research, and a potential solar-climate mechanism that is considered in chapter five.

2.2.9 The Maunder Minimum

In 1976 and 1977, Astronomer John Eddy published two seminal papers that linked long-term solar activity to climate. German astronomer Spörer and the superintendent of Greenwich Observatory, Maunder, were the first to note that the period between 1645 and 1715 was one of very little solar activity (Eddy, 1976). Eddy verified this using $^{14}$C and other data, and concluded that during this period, known as the Maunder minimum, “…solar activity all but stopped.” (page 1189). He also described a minimum in solar activity between 1460 and 1550, which he termed the Spörer minimum, and an unusually active period in the sun between 1100 and 1250 known as the Grand Maximum17.

In both papers (Eddy, 1976, 1977), Eddy suggested that the changes in long-term solar activity were mirrored by changes in global climate; low solar activity equates to colder climates and glacial advance, while increased solar activity causes warmer climates. Eddy (1977) points out that the Maunder and Spörer minima coincide with the two coldest points of the Little Ice Age, while the Grand Maximum coincides with the Medieval Climatic Optimum18.

17 Pang and Yau (2002) provide a comprehensive description of the reconstruction of historical solar activity from ‘ancient’ observations and of the behaviour of the sun over the last 1800 years.

18 The Grand Maximum is also known as the Medieval Maximum, and the Medieval Climatic Optimum is sometimes referred to as the Middle Ages Warm Epoch.
Eddy (1977) estimated that the change in the solar constant associated with the Maunder minimum was 1%; modern estimates are considerably lower. For instance, Lean et al. (1992) suggest a change of 0.24%, while Baliunas and Soon (1995) suggest an increase in solar irradiance since the Maunder minimum of 0.4%. Despite the limited magnitude of these solar irradiance changes, the coincidence of reduced solar activity and global climate minima remains one of the most compelling links between solar activity and climate. Eddy (1977) cautions, however, that the long-term relationship he describes does not necessarily support the extrapolation of these links to the 11-year solar cycle. This long-term relationship is therefore fundamentally different to the modern changes described in the results of this thesis.

2.2.10 The Stratosphere and Solar Activity

Beginning in 1987, Labitzke and van Loon published a number of papers presenting compelling evidence for a link between solar activity and the stratosphere. Their initial papers (Labitzke, 1987; Labitzke and van Loon, 1988) described two types of relationships. The first is a link between the northern hemisphere stratospheric polar vortex and solar activity (as represented by the 10.7 cm solar flux), which is modulated by the quasi-biennial oscillation (QBO). The second is a link between 30 hPa geopotential heights throughout the rest of the stratosphere, evident all year round and at a maximum in the summer hemisphere.

Labitzke and van Loon (1988) found that although the 30 hPa geopotential heights over the North Pole in winter were not correlated to the solar flux between 1956 and 1987 ($r = 0.14$), quite different results were obtained when the data were separated according to the phase of the QBO. The QBO is a stratospheric phenomenon, first observed in 1961, relating to the direction of equatorial zonal winds (Huesmann and Hitchman, 2001). The QBO winds change direction (from westerly to easterly and vice versa) roughly every 28 months, and propagate downwards from the top of the stratosphere at a rate of 1 km per month (Huesmann and Hitchman, 2001). During the QBO east phase (negative QBO values) the 30 hPa geopotential heights are negatively correlated to the solar flux ($r_{max} = -0.45$). During the QBO west phase, however, the polar geopotential height data are in phase with the solar cycle, and the correlation coefficient is 0.76.
Furthermore, they observed that similar correlations occur at the 500 hPa level and for sea level pressure values, as well as for 30 hPa temperature data.

In further reviews and refinements of their initial results, Labitzke and van Loon (1993, 1996) and van Loon and Labitzke (1994) suggested that during solar maximum the sun reverses the roles of the QBO on the stratospheric polar vortex. When early winter (November and December) coincides with the QBO west phase and the solar maximum, the Aleutian high is enhanced and the critical line that divides the easterlies from the westerlies in the stratosphere is displaced north (van Loon and Labitzke, 1994). The resulting northward (and vertical) propagation of quasi-stationary long waves allows for the warming and breakdown of the polar vortex in the following months.

Labitzke and van Loon (1997) also describe another relationship that occurs throughout the whole year and links 30 hPa geopotential heights in the subtropics to the solar cycle. Using NCEP/NCAR reanalysis data, Labitzke and van Loon (1997) and van Loon and Labitzke (1999) found that the correlations occur in both hemispheres and follow the sun. That is, the correlations are greatest in summer. Once again, these correlations are evident in 30 hPa temperatures as well as other levels in the atmosphere (Figure 2.22). Using radiosonde station data, from Hawaii and Truk Island, Labitzke and van Loon (1999) explain that during solar maxima the troposphere is warmer and the tropopause colder than during solar minima. This, in part, accounts for the changes in the 30 hPa geopotential heights.

Based on their own results and those of Kodera et al. (1990) and Haigh (1996), Labitzke and van Loon (1993, 1996, 1997) suggest that the correlations result from solar ultraviolet radiation changes in the upper stratosphere, as well as a solar influence on the Hadley circulation. Based on the location of the highest correlations in each hemisphere, they conclude that “the solar influence is not entirely radiative but that it also affects the poleward transport of ozone”. (Labitzke and van Loon, 1997; page 410).

This series of studies (Labitzke and van Loon, 1988, 1993, 1996, 1997; van Loon and Labitzke, 1994, 1999; Labitzke, 1987) outlines some of the most comprehensive studies of solar-climate relationships. It also demonstrates that spatial and temporal analyses of
solar-climate relationships can be used to deduce, to some extent, the likely mechanisms by which solar activity might influence climate. The relevance of the relationship described in these studies to recent climate change has not yet been described in the literature, but recent studies (for example, Baldwin and Dunkerton, 2001; Black, 2002) indicate that the stratosphere has a significant influence on the troposphere. It is therefore likely that the stratosphere plays an important part in both solar-climate relationships and recent climate change.

Chapter five, which considers solar-climate mechanisms, examines the role of the stratosphere in geomagnetic activity-atmospheric circulation relationships. Appendix E compares the geomagnetic activity signature in the stratosphere to that of the solar cycle described in van Loon and Labitzke (1999), and demonstrates that they are fundamentally different.

### 2.2.11 Solar-cycle Length and Climate

The first link between solar-cycle length and climate was reported in Friis-Christensen and Lassen (1991). Friis-Christensen and Lassen (1991) found that links between surface air temperature and solar activity were not credible if sunspot number was used as an index for the latter. This is because changes in the sunspot number lag behind changes in air temperature. They suggested, however, that there was no a priori reason to believe that solar activity was perfectly represented by the sunspot number, and instead claimed that the length of the solar cycle was a better index of solar activity; long cycles are associated with lower levels of solar activity, while shorter cycles are indicative of increased solar activity.

Friis-Christensen and Lassen (1991) determined the length of the solar cycle using a weighted (12221) filter applied to individual solar-cycle minima and maxima epochs of the sunspot number. The use of the smoothed solar-cycle length instead of the sunspot number removes the apparent lag of solar activity to surface temperatures, and leads to a striking similarity between northern hemisphere land temperature and solar activity from 1860 onwards (Figure 2.23). The similarities between the two include an upward trend from 1900-1940 and from 1970 onwards, and a downward trend between 1945
and 1970. Because instrumental temperature records only extended back to 1851, but sunspot data were available from 1715 onwards, Friis-Christensen and Lassen extended their comparison using North Atlantic sea ice data. Using a 22-year running mean index of sea ice data, which covered the same time period as the smoothed solar cycle record, they found that maxima in solar activity in 1770, 1850, and 1940 correspond to minima in sea ice near Iceland.

From these similarities, they concluded that the relative importance of greenhouse gases might be less than previously anticipated. They also suggested that because of the link between smoothed solar-cycle length and long-term changes in land air temperature, solar-cycle length can possibly be used as an index of solar energy output.

Based on the results of climate modelling, Kelly and Wigley (1992) disagreed slightly with Friis-Christensen and Lassen’s (1991) results. They concluded that while a combination of solar-cycle length forcing and greenhouse warming is evident in temperature records, the latter is the dominant factor in the recent warming trend.

Unperturbed, Friis-Christensen (1993) extended his analysis to include global land temperature data. He reported that the temperature curve is changed by only a minor amount with the inclusion of southern hemisphere data (and presumably the relationship to solar-cycle length remains the same). The inclusion of ocean temperatures into the global temperature data set, however, introduced a ‘marked delay’ in the response of the temperature curve to the solar-cycle length data. Friis-Christensen (1993) explains that this is due to the thermal inertia of the oceans. Friis-Christensen’s expansion of the results to include a global data set is a significant advancement on the original
relationship, but it typifies the approach that many solar-climate researchers have to the southern hemisphere. Friis-Christensen (1993) did not specifically describe the link between solar-cycle length and southern hemisphere land temperatures. This is unfortunate, because the differences (as well as the similarities) between the responses of the two hemispheres to solar forcing could be a useful tool for the validation of solar-climate links and the deduction of mechanisms.

The results of Hameed and Gong (1994), who examined the solar-cycle length/climate relationship at a regional level, supported the initial results of Friis-Christensen and Lassen (1991). Hameed and Gong (1994) expanded on earlier results by comparing solar-cycle length to springtime climate in the Yangtze River valley. They argued that if solar-cycle length was indeed an indicator of solar output, then the solar influence on climate should be felt in specific regions over the world, and not just the overall northern hemisphere land temperature. They used the timing of blossoming and leafing plants, recorded in Chinese documents since the 16th century and considered reliable indicators of changes in spring temperature, as a climate record of the lower and middle Yangtze River valley. They supplemented this data with records of the last date of snowfall. The climate records overlap the smoothed solar-cycle length data from 1740 onwards. The similarity between the two series prompted Hameed and Gong (1994) to suggest that there is a relationship between solar-cycle length and spring temperatures in the Yangtze River valley over this period. A link between solar-cycle length and regional temperature (Figure 2.24) was also described in Butler (1994), who examined maximum, minimum, and mean temperatures at Armagh Observatory (Ireland). Butler concluded that solar activity, as represented by the solar-cycle length, “has been a dominant influence on the temperature of the lower atmosphere in the northern hemisphere over the past 149 years” (page 41).

The link between solar-cycle length and northern hemisphere land temperature was given further credibility with the research of Lassen and Friis-Christensen (1995), which examined the relationship over the past five centuries. Lassen and Friis-Christensen (1995) argued that given the lack of a physical mechanism that could account for the links between solar-cycle length and climate, statistical methods alone would be hard-pressed to provide new results in this matter. Therefore, as a means of
further testing the validity of their previous results they increased the temporal coverage of their study. Using sightings of low-latitude auroral displays as a proxy for sunspot data and temperature data from Groveman and Landsberg (1979), they extended their comparison of solar-cycle length and northern hemisphere land temperature back to 1579. They found that their results confirmed those of Friis-Christensen and Lassen (1991). It was at the very end of this paper that they raised the possibility that the mechanism behind the solar-cycle length and climate link may not, in fact, be related to solar irradiance, but could instead be due to energetic particles (refer to section 2.2.3).

The results of Baliunas and Soon (1995), however, provided evidence that reinforced the view that links between solar-cycle length and terrestrial temperature are due to solar irradiance changes. They compared the chromospheric emission fluxes of 18 solar-type stars\(^{19}\) to cycle length. They found that a positive correlation between brightness and activity is evident for all the solar-type stars and conclude that cycle amplitude, as well as the average level of activity, increases during shorter cycles. This supports the earlier assumption of some solar-climate researchers that the solar-cycle length can operate as a proxy for solar irradiance. Baliunas and Soon (1995) explain, however, that the chromospheric emission fluxes that they report are also a proxy of surface magnetic fields, which Lockwood (2001) indicated is manifested in the terrestrial geomagnetic AA index. This means that the solar cycle length may be related to cosmic ray flux (through the Forbush decrease) and/or geomagnetic activity, as well as solar irradiance. Therefore, there are a number of possible mechanisms linking solar-cycle length to northern hemisphere land temperature.

Further confirmation of the temporal stability of the solar-cycle length-climate relationship was found in the results of Zhou and Butler (1998). Using tree-ring index data from the International Tree-Ring Data Bank\(^ {20}\), they compared tree-ring widths to solar-cycle lengths for 69 datasets spanning over 594 years. In some cases, the length of

19 Stars that are close in mass and age to the sun and show cyclic behaviour comparable to the 11-year solar cycle.

20 Accessible through the International Tree Ring Data Bank at the Geophysical Data Center (Boulder, Colorado), http://www.ngdc.noaa.gov/paleo/treering.html
the tree-ring index reaches back in excess of 2000 years. Another significant aspect of this data set is that although the vast majority of records are from North America, there are a small number of records in the southern hemisphere from countries such as Argentina, Chile, New Zealand, and Australia. Zhou and Butler (1998) used a Monte Carlo test method to determine that despite the generally low correlations, most (59 of the 69) of the tree-ring widths were significantly correlated to the solar-cycle length. The significant correlations include those of the southern hemisphere tree-ring width indices.

In 1998 and 1999, a number of papers were published examining the accuracy and validity of Friis-Christensen and Lassen's (1991) calculation of the solar-cycle length index. Mursula and Ulich (1998) published a new method for determining the solar-cycle length. Their ‘median based definition’ of the solar-cycle length reduces the inaccuracy of length estimates from months to days. The long-term solar-cycle length differs very little to the one used in Friis-Christensen and Lassen (1991), however, and so the long-term relationship between solar-cycle length and climate remains unchanged. In Fligge et al. (1999), a ‘more objective’ method of calculating solar-cycle length is presented, which involves the use of the continuous wavelet transform. Fligge et al. (1999) found that despite using a number of different solar activity indicators, their objective determination of solar-cycle length generally agrees with that originally presented in Friis-Christensen and Lassen (1991).

Although these papers verified the original methods use to calculate the solar cycle length, some of the other aspects of the solar-cycle length/climate relationships did not bear scrutiny as well. Laut and Gundermann (1998a) dispelled any notion that solar activity alone could explain the recent warming of global temperatures. Despite the visually strong relationship between the 11-year running mean of northern hemisphere land temperature and solar-cycle length evident in the literature, Laut and Gundermann found that a similar relationship can be achieved by adding artificial trends to the

21 An overview of the use of wavelets in atmospheric sciences can be found in Torrence and Compo (1998).
temperature data. They conclude that the relationship outlined in *Friis-Christensen and Lassen (1991)* cannot be used to rule out a greenhouse contribution to global temperatures during the last 140 years.

*Laut and Gundermann (1998b)* went a step further and declared that the link between solar-cycle length and northern hemisphere temperature appears to support the hypothesis of greenhouse warming. They found that the relationship between solar-cycle length and temperature is strengthened when they remove the assumed impact of greenhouse warming from the northern hemisphere temperature record, and therefore conclude that solar activity alone cannot account for the recent long-term changes in northern hemisphere temperatures.

*Thejll and Lassen (2000)*, in updating the solar cycle and northern hemisphere temperature relationship using data from the 1990s, found that the long-term temperature record is no longer dominated by solar activity. They found that the correlation between solar cycle length and northern hemisphere temperature is somewhat reduced when another decade of data from the 1990s are included ($r$ is reduced from -0.82 to -0.76); the results are no longer significant at the 95% confidence level (as determined with the use of Monte Carlo simulations). *Thejll and Lassen (2000)* also add that the residuals from the solar-cycle length and northern hemisphere temperature correlations show an upward trend since 1970. The view that greenhouse forcing is the dominant factor in recent climate change, rather than solar activity (as represented by solar-cycle length), is also presented in *Damon and Presitykh (1999)* and *Marcus et al. (1999)*.

When *Laut and Gundermann (2000)* updated the relationship outlined in *Friis-Christensen and Lassen (1991)* by using the northern hemisphere temperature record from 1400-1980 of *Mann et al. (1998)* combined with modern data from the Hadley Centre, they found that the correlation was weak. This prompted them to re-evaluate

---

Friis-Christensen and Lassen’s (1991) original findings; their conclusions were very unfavourable and suggest that the ‘strikingly good agreement’ presented in earlier papers is misleading and largely the result of the “unacceptable mixing of (12221)-filtered and nonfiltered data into a single curve” (Laut and Gundermann, 2000; page 27,492). Lassen and Friis-Christensen’s (2000) reply outlines some of the differences in the way the data were treated by Laut and Gundermann (2000), which may explain the conflicting results between the two studies. These include the temperature data and time intervals used, which differed between the two studies, and the fact that Lassen and Friis-Christensen (2000) used both sunspot minima and maxima in their calculations, while Laut and Gundermann (2000) use only minima.

Reichel et al.23 (2001) turned to econometric techniques to support their solar-cycle length/temperature relationship. They used ‘Granger causality testing’, a technique sometimes used in econometrics, to show that the solar-climate relationships described in Friis-Christensen and Lassen (1991) had the right cause-and-effect ordering.24 They point out that although this does not validate the physical relationship in question, the possible failure of the Granger causality test would have convincingly negated it.

The relationship between solar-cycle length and northern hemisphere temperature is one of the most suggestive, and also controversial, solar-climate relationships in the modern literature. On one hand, the relationship appears to be robust – it is evident in a variety of data sets, over extended periods of time, and to some extent on regional and hemispheric scales. Conversely, it is statistically questionable – researchers rarely quantify correlations, do not take into account the serial correlation within the two smoothed time series, and have not considered the practical significance of the results. The main problem, however, relates to the meaning of the solar-cycle length index. While it is generally accepted as a proxy for solar activity, it is not clear which solar phenomenon it represents. The remainder of this section therefore presents analyses that

23 Reichel’s co-authors are Thejll and Lassen.
24 Another notable instance where Granger causality testing was used in climate studies appears in Stern and Kaufmann (1999), who used it to confirm the presence of an anthropogenic signal in recent climate change.
examine the potential role of geomagnetic activity in solar-cycle length relationships and the statistical aspects of such relationships.

*Lassen and Friis-Christensen (1995)* suggested that the similarities between solar-cycle length and northern hemisphere land temperatures might occur because of the influence of cosmic rays. If so, then geomagnetic activity should also be correlated to northern hemisphere land temperatures. This has been demonstrated, to some extent, by *Cliver et al. (1998)*. It has not been proven, however, that the solar-cycle length is a viable proxy for geomagnetic activity, nor has it been determined which of the two indices (solar-cycle length, geomagnetic activity) is better correlated to surface temperatures. This section compares solar-cycle length data used in *Thejll and Lassen (2000)*, provided by Peter Thejll at http://web.dmi.dk/fsweb/soljord/solklima/scl.txt, to the geomagnetic AA index. Details of the solar-cycle length data (derivation methods and discussion) are provided in *Friis-Christensen and Lassen (1991), Lassen and Friis-Christensen (1995)*, and *Thejll and Lassen (2000)*.

Table 2.3 shows the solar-cycle length values and the central years from 1873 onwards for solar cycle minima. It also shows geomagnetic activity values for each central year. Three versions of the solar-cycle length data are shown – the original, unfiltered version (L), and two versions created by Thejll using weighted filters, (L121, representing a 1-2-1 filter) and (L12221, representing a 1-2-2-2-1 filter). Three versions of geomagnetic AA index values are also given for each central year, derived here using the same filters as the solar-cycle length data. Correlation coefficients between the solar-cycle length minima data and the corresponding AA index data are as follows: $r = -0.43$ between the unfiltered data ($N = 12$), $r = -0.64$ for the 121-filtered data ($N = 12$), and $r = -0.65$ for the 12221-filtered data ($N = 11$). The correlations are statistically significant, at the 95% confidence level, for the filtered data only. More importantly, however, the limited magnitude of the correlations does not suggest that geomagnetic activity and solar-cycle length data are readily interchangeable. Correlations for solar-cycle length data for maxima (shown in Table 2.4), show a similar pattern: $r = -0.46$ for the unfiltered data ($N = 11$), $r = -0.63$ for the 121-filtered data ($N = 11$), and $r = -0.70$ for the 12221-filtered data ($N = 11$). Once again, only the correlations using filtered data are statistically significant at the 95% confidence level, and are not high enough to suggest that solar-
cycle length data is an accurate proxy for geomagnetic activity. It is not clear, however, whether the large amount of smoothing of the temperature data, used in the solar-cycle length studies, means that the differences between the solar-cycle length index and the geomagnetic AA index will be negligible.

Table 2.3. Solar-cycle length between sunspot minima, cycle central years, and corresponding AA index values. The solar-cycle length data were provided by Peter Thejll. Correlation coefficients between the unfiltered, 121-filtered, and 12221-filtered solar-cycle and geomagnetic data are -0.43, -0.64, and -0.65, respectively. Although the AA index is generally higher during shorter solar cycles the relationship is not strong enough to allow the solar-cycle length and AA indices to be used interchangeably.

<table>
<thead>
<tr>
<th>Solar cycle data for minima</th>
<th>Central Year</th>
<th>Geomagnetic AA index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoch</td>
<td>L</td>
<td>L121</td>
</tr>
<tr>
<td>1878.9</td>
<td>11.70</td>
<td>11.30</td>
</tr>
<tr>
<td>1889.6</td>
<td>10.70</td>
<td>11.30</td>
</tr>
<tr>
<td>1901.7</td>
<td>12.10</td>
<td>11.70</td>
</tr>
<tr>
<td>1913.6</td>
<td>11.90</td>
<td>11.50</td>
</tr>
<tr>
<td>1923.6</td>
<td>10.00</td>
<td>10.50</td>
</tr>
<tr>
<td>1933.8</td>
<td>10.20</td>
<td>10.20</td>
</tr>
<tr>
<td>1944.2</td>
<td>10.40</td>
<td>10.30</td>
</tr>
<tr>
<td>1954.2</td>
<td>10.00</td>
<td>10.30</td>
</tr>
<tr>
<td>1964.9</td>
<td>10.70</td>
<td>10.80</td>
</tr>
<tr>
<td>1976.5</td>
<td>11.60</td>
<td>11.10</td>
</tr>
<tr>
<td>1986.8</td>
<td>10.30</td>
<td>10.55</td>
</tr>
<tr>
<td>1996.8</td>
<td>10.00</td>
<td>10.20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Central Year</th>
<th>Unfiltered</th>
<th>121</th>
<th>12221</th>
</tr>
</thead>
<tbody>
<tr>
<td>1873.05</td>
<td>20.20</td>
<td>19.65</td>
<td>18.66</td>
</tr>
<tr>
<td>1884.25</td>
<td>14.10</td>
<td>15.28</td>
<td>17.19</td>
</tr>
<tr>
<td>1895.65</td>
<td>17.90</td>
<td>16.85</td>
<td>16.85</td>
</tr>
<tr>
<td>1907.65</td>
<td>17.00</td>
<td>16.78</td>
<td>16.26</td>
</tr>
<tr>
<td>1918.6</td>
<td>22.40</td>
<td>20.95</td>
<td>19.69</td>
</tr>
<tr>
<td>1928.7</td>
<td>19.30</td>
<td>21.18</td>
<td>20.51</td>
</tr>
<tr>
<td>1939</td>
<td>23.20</td>
<td>23.35</td>
<td>23.01</td>
</tr>
<tr>
<td>1949.2</td>
<td>21.10</td>
<td>22.28</td>
<td>23.73</td>
</tr>
<tr>
<td>1959.55</td>
<td>32.80</td>
<td>29.50</td>
<td>27.51</td>
</tr>
<tr>
<td>1970.7</td>
<td>20.00</td>
<td>20.10</td>
<td>20.93</td>
</tr>
<tr>
<td>1981.65</td>
<td>33.70</td>
<td>30.38</td>
<td>27.86</td>
</tr>
<tr>
<td>1991.8</td>
<td>27.30</td>
<td>28.58</td>
<td>28.75</td>
</tr>
</tbody>
</table>

Table 2.4. Solar-cycle length between sunspot maxima, cycle central years, and corresponding AA index values. The solar-cycle length data were provided by Peter Thejll. Correlation coefficients between the unfiltered, 121-filtered, and 12221-filtered solar-cycle and geomagnetic data are -0.46, -0.63, and -0.70, respectively. Although the AA index is generally higher during shorter solar cycles the relationship is not strong enough to allow the solar-cycle length and AA indices to be used interchangeably.

<table>
<thead>
<tr>
<th>Solar cycle data for maxima</th>
<th>Central Year</th>
<th>Geomagnetic AA index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoch</td>
<td>L</td>
<td>L121</td>
</tr>
<tr>
<td>1883.9</td>
<td>13.30</td>
<td>11.80</td>
</tr>
<tr>
<td>1894.1</td>
<td>10.20</td>
<td>11.65</td>
</tr>
<tr>
<td>1907</td>
<td>12.90</td>
<td>11.65</td>
</tr>
<tr>
<td>1917.6</td>
<td>10.60</td>
<td>11.20</td>
</tr>
<tr>
<td>1928.4</td>
<td>10.80</td>
<td>10.30</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Central Year</th>
<th>Unfiltered</th>
<th>121</th>
<th>12221</th>
</tr>
</thead>
<tbody>
<tr>
<td>1877.25</td>
<td>8.90</td>
<td>8.63</td>
<td>8.68</td>
</tr>
<tr>
<td>1889</td>
<td>12.50</td>
<td>12.78</td>
<td>13.83</td>
</tr>
<tr>
<td>1900.55</td>
<td>6.00</td>
<td>6.50</td>
<td>8.13</td>
</tr>
<tr>
<td>1912.3</td>
<td>8.80</td>
<td>10.50</td>
<td>11.85</td>
</tr>
<tr>
<td>1923</td>
<td>10.20</td>
<td>12.30</td>
<td>13.44</td>
</tr>
<tr>
<td>Year</td>
<td>Global Temperature</td>
<td>Hemisphere Temperature</td>
<td>AA Index</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------</td>
<td>------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>1937.4</td>
<td>9.00</td>
<td>9.70</td>
<td>10.10</td>
</tr>
<tr>
<td>1947.5</td>
<td>10.10</td>
<td>9.90</td>
<td>10.10</td>
</tr>
<tr>
<td>1957.9</td>
<td>10.40</td>
<td>10.50</td>
<td>10.40</td>
</tr>
<tr>
<td>1968.9</td>
<td>11.00</td>
<td>10.85</td>
<td>10.58</td>
</tr>
<tr>
<td>1979.9</td>
<td>11.00</td>
<td>10.70</td>
<td>10.56</td>
</tr>
<tr>
<td>1989.6</td>
<td>9.70</td>
<td>10.27</td>
<td>10.59</td>
</tr>
</tbody>
</table>

The question now is which index matches temperature records best? Global and hemispheric temperature anomalies, spanning 1856 to 2000, were obtained from the Carbon Dioxide Information Analysis Center web page[^25] and are from Jones et al. (2001). The anomalies are relative to the 1961-1990 average (Jones et al., 2001), and are an updated version of the data used in Thejll and Lassen (2000). The temperature data were compared to the geomagnetic AA index and the magnitude of the correlations was compared to the results presented in Thejll and Lassen (2000). Figure 2.25 compares the annual geomagnetic AA index to annual global and hemispheric temperature data. Both the geomagnetic and temperature data have been smoothed using an 11-point moving average in order to focus on long-term changes and to match the smoothing used in many solar-cycle length studies as well as the use of decadal averages in Cliver et al. (1998). In order to highlight temporal patterns, an 11-point sliding correlation is also shown for each temperature curve.

Figure 2.25 reveals that the application of the 11-point moving average to the temperature and geomagnetic data has severely reduced the variability in these datasets. The original number of observations is 122 but, because of serial correlation, the effective number of observations[^26] equals one for all three correlations. Therefore, the correlation coefficients between geomagnetic activity and global ($r = 0.90$), southern hemisphere ($r = 0.89$), and northern hemisphere ($r = 0.88$) temperatures are not

[^26]: The effective number of observations was calculated using the formula of Slonosky et al. (2000) and is described in chapter three
statistically significant at the 95% confidence level. More importantly, the initial visual similarity of the indices fades with closer scrutiny. It is evident that maxima and minima in the temperature indices do not match the corresponding extrema in the AA index. There is some indication of a lagged relationship, operating over roughly 10 years. Note, for example, the minimum in the AA index around 1900, which is followed by a minimum in temperature anomalies around 1910. Similarly, a minimum in the AA index around 1965 is followed by a minimum in northern hemisphere temperature anomalies around 1975. There is, however, no plausible explanation for a relationship operating over such an extreme lag interval and when coupled with the inconsistent temporal nature of the correlations (also shown in Figure 2.25) it is not possible to conclude that geomagnetic activity influences surface temperature. At the same time, it is difficult to dismiss such a relationship entirely because of the striking visual resemblance.

One point that is clear, however, is that the techniques used in Thejll and Lassen (2000) and their predecessors, as well as Cliver et al. (1998), may be over-representing the similarity between geomagnetic and temperature indices. By under-sampling either temperature or solar indices, their analyses have essentially smoothed the phase of the data, as well as the magnitude of the variations. Thejll and Lassen (2000) typically average 11 years of temperature data around the central years of solar cycle extrema. Conversely, Cliver et al. (1998) extracted decadal averages of geomagnetic activity corresponding to the five-year intervals of temperature data they used. In both cases, much of the phase of the data is lost in the averages, not only because of the smoothing process but also because the continuous solar and temperature indices are only sampled at intervals. This is particularly pertinent to the findings of Friis-Christensen and Lassen (1991) – the first of the solar-cycle length studies. Their impetus for using the solar-cycle length, instead of the sunspot number, was that surface temperatures and sunspot numbers were out of phase (temperature variations led sunspot variations). When Friis-Christensen and Lassen (1991), and other researchers that used the solar-
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27 They are, however, slightly greater than the corresponding solar-cycle length correlations presented in Thejll and Lassen (2000).
cycle length index, found that the length of solar cycles was more similar to temperature records than sunspot numbers they assumed that it was because the solar-cycle index was a more accurate measure of solar activity. It can be argued, though, that the improved relationship when solar-cycle length or geomagnetic activity is used instead of sunspot numbers is statistical in nature, despite the physical basis for such an improvement. This is demonstrated in Figures 2.26a and 2.26b, and is supported by the fact that, as yet, there is no solar process that has unambiguously been associated with solar-cycle length, though solar irradiance changes remain the most likely process.

Figure 2.26a depicts sunspot number values and global temperature anomalies; the data are displayed for solar minima only. A 12221 filter was applied to the sunspot index in the same manner as some solar-cycle length studies (for example, Friis-Christensen and Lassen, 1991) and solar minima years and values were extracted from the smoothed sunspot index. Corresponding temperature values were derived by averaging 11 years of temperature data centred on the solar minima years. Therefore, the technique used to modify the data in Figure 2.26a is somewhat similar to that employed by Thejll and Lassen (2000) and Cliver et al. (1998). The important difference, however, is that this technique does not consider solar-cycle length at all – instead it simply samples the sunspot record only at solar minima. The strong visual resemblance between the two time series proves that the strengthening of the solar-climate relationship when the solar-cycle length is used instead of the sunspot number (as in Friis-Christensen and Lassen, 1991) does not occur solely because solar-cycle length is a more appropriate measure of solar activity. Instead, it indicates that the improved results are partly a consequence of the smoothing process employed and the under-sampling of both solar and temperature indices. The correlation coefficient between the solar minima sunspot averages and the corresponding global temperature averages is 0.73. A similar resemblance between the sunspot number and global temperature is depicted in Figure 2.26b, which shows sunspot maxima values. The correlation coefficient between the solar maxima sunspot averages and the corresponding global temperature averages is 0.80. The magnitude of these correlations is roughly equivalent to the corresponding correlation presented in Thejll and Lassen (2000), which extends to 1999 \((r = -0.76)\) when the temperature data are sampled as discrete 11-year averages. This indicates that
some of the strong resemblance between indices of solar-cycle length and long-term averages of terrestrial temperature may be due to the statistical methods employed, and not physical processes reflected in solar-cycle length indices.

The analyses so far have shown that the solar-cycle length index is not a strong proxy for geomagnetic activity, and furthermore that techniques used in the literature to compare both of these indices to annual surface temperature may be overestimating the magnitude of the relationship. It seems that geomagnetic activity correlates better to global temperature than the solar-cycle length. This conclusion is based on the fact that the magnitude of the geomagnetic activity/temperature correlations is greater than the corresponding solar-cycle length temperature correlations detailed in Thejll and Lassen (2000), and that the analyses utilising geomagnetic activity use the entire record rather than just a small subset of the available data. Three points have been elucidated regarding solar-cycle length studies from the analyses presented here:

1. The sampling method used in solar-cycle length studies overestimates the magnitude of the similarities between temperature and solar-cycle length,

2. Geomagnetic activity is not a strong proxy for solar-cycle length, indicating that cosmic-ray flux is not a likely forcing mechanism in solar-cycle length studies,

3. The magnitude of long-term temperature correlations with geomagnetic activity is similar to that of temperature correlations with solar-cycle length data, making the actual solar processes that influence long-term temperature ambiguous.

2.2.12 Prediction

It is evident, from the criticisms of Pittock (1979) and the continual scepticism and controversy surrounding solar-climate relationships, that the successful prediction of climate changes based on solar activity remains one of the achievements that will perhaps redeem this sometimes dubious field. Consequently, it is surprising that very few studies consider the predictive value of their results. Furthermore, a search of the literature will reveal that apart from popular science articles, such as Gribbin’s (1987) anecdotal accounts of Goesta Wollin’s suggestion that short-term changes in
geomagnetic activity precede severe storms, the use of solar-climate relationships for long (or short) range prediction is practically non-existent.

One exception is found in Wheeler (2001). In this paper, Wheeler evaluates the long-range forecasts by a British company, Weather Action\textsuperscript{28}, which employ the solar-weather technique of forecasting. The actual technique employed for forecasting is kept secret by the company’s founder and managing director, Piers Corbyn, but Wheeler (2001) reports that it is based on changes in the solar wind and geomagnetic activity.

In Wheeler’s (2001) evaluation of Weather Action’s prediction of gales for October 1995-1997, he concluded that “the results provide little evidence to dismiss the observed success rates as being attributable to chance or good fortune.” (page 33). He also reported that Weather Action successfully forecast the four largest storms of the survey period, a number of months before they occurred! In light of this finding, it appears that the study of solar-climate relationships is a worthwhile enterprise, and that prediction is feasible. There are, however, very few publications relating to the prediction of short- or long-term climate based on solar activity. Wheeler’s study is very preliminary, but it suggests that solar-climate relationships may have tremendous potential for long-range weather forecasting. The predictive value of the geomagnetic forcing of atmospheric circulation is examined in chapter five.

### 2.2.13 Criticism

Perhaps the earliest criticism of solar-climate relationships came very shortly after William Herschel first proposed his theory 1801. It was published in the Edinburgh Review, where Lord Henry Brougham referred to Herschel’s theory as ‘hasty and erroneous’ and as a ‘grand absurdity’. He wrote, “Since the publication of Gulliver’s voyage to Laputa, nothing so ridiculous has ever been offered to the world.” (Brougham, 1803; page 431). While solar-climate relationships have encountered stiff
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\textsuperscript{28} An interesting overview of Weather Action and the technique it employs is available online at http://www.firstscience.com/site/articles/corbyn.asp.
criticism in many instances since then, it is safe to say that few have been as enthusiastic as Brougham’s. Nevertheless, solar-climate relationships have been criticised on a number of fronts, the most common being poor statistical treatment of the data, the lack of physical mechanisms that could account for the proposed relationships, and the limited practical use of the observed relationships.

Previous sections have already described some of the more focused criticisms against specific aspects of solar-climate relationships (such as the criticism of Tinsley’s electrofreezing mechanism, or the dubious nature of the solar-cycle length and northern hemisphere land temperature similarities). This section reviews a selection of general solar-climate criticisms in order to highlight the common arguments against solar-climate relationships, and to reveal some of the shortcomings of the methods used within the field.

The most comprehensive work on this topic is in a number of papers by Pittock (1978, 1979, 1983). At a Symposium/Workshop on Solar-Terrestrial Influences on Weather and Climate, held at the Ohio State University in 1978, Pittock presented some criticisms (Pittock, 1979) that can also be found in Pittock (1978). Of course, solar-climate studies have progressed a great deal since 1979, but many of his criticisms are still applicable to solar-climate research today. His criticisms from these two papers are discussed here.

The practical significance (that is, the usefulness), of solar-climate relationships is questionable. Pittock's (1978) benchmark is long-range climate forecasting. Because many solar climate relationships are not constant in time, or the mechanism by which they operate is not fully understood, the application of solar-climate studies to long-term forecasting is questionable. This is further compounded by the nature of solar-climate studies that only focus on long-term climate changes. Accordingly, they are limited to studying only a small portion of the total variance in a climatic time series (Pittock, 1979). Pittock (1978) also pointed out that the usefulness of solar-climate relationships for long-term forecasting is dependent on the forecasting skill for the solar cycle, which (at least at that time) was quite limited.
Pittock (1978, 1979) also raised a number of concerns regarding the statistical aspect of solar-climate relationships. These include data quality (such as homogeneity), spatial and serial correlation and their impact on statistical significance (especially in smoothed data), and data selection (including the conscious or unconscious selection of results, so that only favourable results are pursued).

Pittock (1978) emphasised the need for plausible and testable physical mechanisms, especially because of the limited magnitude of most solar-cycle relationships and the limited number of solar cycles for which the relationships had been observed. Dessler (1975) also expressed concern about the lack of theoretical mechanisms that could explain the many solar-climate links that had been expounded in the literature.

Pittock (1978, 1979) concluded with some ‘guidelines’ for authors, editors, referees, and readers of solar-climate relationships. These are listed here below (in verbatim) and used as a ‘benchmark’ for results of this thesis in later sections:

1. Understand the properties of the data, their errors, biases, scatter, autocorrelation, spatial coherence, frequency distribution, and stationarity

2. Choose statistical methods appropriate to both the properties of the data and the purpose of the analysis (e.g., description or prediction).

3. Critically examine the statistical significance of the result, making proper allowance for spatial coherence, autocorrelations and smoothing, and data selection.

4. Test the result on one or more independent data sets or subsets of the original data.

5. Endeavor to derive a physical hypothesis which can be tested on independent data, preferably at some other stage in the hypothesized chain of cause and effect.

6. Estimate the practical significance of the result, e.g., the fraction of the relevant total variance which can be predicted or explained.

7. Carefully explain the properties and limitations of the data, the statistical methods used (including data selection and smoothing), and any assumptions, reservations, or doubts.
8. Do not overstate the statistical or practical significance of the results.

Other objections to solar-climate research can be found in *Salby and Shea* (1991) and *Dewan and Shapiro* (1991). Both of these papers attack the statistical aspects of the relationships outlined in *Labitzke and van Loon* (1988) linking solar activity and the QBO to north-pole temperatures. However, the unconvincing statistical relationships often found in solar-climate publications (*Pittock, 1983*) have, perhaps, created an environment of unnecessary scepticism. For instance, *Taylor* (1986) reviewed the links between the solar wind and winter tropospheric vorticity, and found that uncertainties within the field had “contributed inappropriate biases on both sides of the issue…” (page 329). Therefore, while it is necessary to acknowledge the shortcomings and limitations in the field of solar-climate relationships, it is important that each study be evaluated individually and not automatically discredited simply because it deals with a contentious topic.

### 2.3 Geomagnetic activity and the lower atmosphere

Despite the large number of studies examining the possibility that geomagnetic activity influences the lower atmosphere, there is no definable ‘current understanding’ in this field. There are, however, a number of recurrent themes and suggestions that appear in the modern literature. This section briefly traces the modern development of this field, while the following sections describe some of the more common notions, and inconsistencies, that are evident in the literature. Section 2.3.1 describes relationships between geomagnetic activity and the weather, which are discussed in many publications, while section 2.3.2 describes some of the (limited) literature that focuses on longer-term (annual/decadal) links between geomagnetic activity and climate.

One of the earliest published examples of the modern analysis of the geomagnetic forcing of the lower atmosphere is *Macdonald and Woodbridge’s* (1959) paper. Their study examined changes in ‘jet stream’ level (300 hPa) circulation patterns following geomagnetic disturbances. Using the superposed epoch analysis method, they found that, for the 1956/57 and 1957/58 winters, troughs in atmospheric waves appearing in the Alaska-Aleutian area roughly three days after a geomagnetic disturbance tended to
develop larger amplitudes. *Macdonald and Woodbridge (1959)* did not specify a physical mechanism that could account for the observed relationship, nor did they consider the larger climatic implications of their results. Nevertheless, their results stimulated a number of further studies, which use the same techniques and generally examine the same parameters.

*Macdonald and Roberts (1960)* also used the superposed epoch analysis method, albeit with slightly different key dates, to reanalyse the earlier results of *Macdonald and Woodbridge (1959)* and to extend them temporally with data from October 1958 to March 1959. Apart from confirming earlier results, *Macdonald and Roberts (1960)* were able to make the important conclusion that the time delay between a geomagnetic event and changes in atmospheric circulation is not constant, and subsequently the geographic nature of the relationship varies as each individual trough maximises at a different location. Further studies (*Woodbridge, 1971; Roberts and Olsen, 1973*) confirmed the earlier results with the use of additional data, but did not elaborate much on potential mechanisms.

*Wilcox et al. (1973)* also used the superposed epoch analysis method to examine the response of the 300 hPa northern hemisphere, winter atmospheric circulation to solar events. Interestingly, *Wilcox et al.* only examined the impact of one particular solar phenomenon – changes in the solar magnetic sector structure. Their results show a visually striking response in the vorticity area index (defined in *Roberts and Olsen, 1973*) beginning roughly one day before a solar magnetic sector crossing and ending roughly four days later (Figure 2.27). However, the validity of the results is questionable for a number of reasons. *Taylor (1986)* points out that subsequent work, including research by *Wilcox et al. (1983)*, shows that the relationship between solar magnetic sector boundary crossings and the vorticity area index is only evident between 1963 and 1973, and fails beyond 1973. Furthermore, *Burns et al. (1980)* found that the relationship is not evident in the southern hemisphere. It is also unclear why Wilcox et
al. singled-out a particular type of solar event, solar magnetic sector crossings\(^{29}\), from a wide range of solar phenomena.

Recent research has followed along these similar lines. Superposed epoch analysis remains the tool of choice for researchers studying geomagnetic activity influences on the weather. Most of the studies are still restricted to the northern hemisphere only and the vast majority of studies focus on daily relationships. One very encouraging sign is that most researchers have taken to examining possible mechanisms. Although the field is still contentious, there are many important concepts and developments in the recent literature, and these are presented separately in the following sections for weather and climate timescales.

### 2.3.1 Geomagnetic activity and weather

One aspect of geomagnetic/weather relationships that shows a certain degree of coherence between studies is the timing of the effect. In the vast majority of studies, the lower atmosphere responds to a geomagnetic disturbance within seven days. Table 2.5 lists a number of studies that have used superposed epoch analysis to examine the

\(^{29}\) The solar magnetic field, also termed the interplanetary magnetic field (IMF), forms a spiral as it flows from the sun due to the 27-day solar rotation. Above the equatorial plane of the spiral the IMF is northward directed – below it, it is southward directed. The nature of the sun-earth geometry is such that the earth’s position varies relative to the equatorial plane. See http://pluto.space.swri.edu/IMAGE/glossary/IMF.html for more information. When the earth is above the plane, it is exposed to the northward IMF, and conversely, when it is below the plane it is exposed to a southward IMF and geomagnetic disturbances are more likely.
relationship between geomagnetic activity and the weather, along with the atmospheric parameter studied and the timing of the response. The table demonstrates that the atmospheric response to geomagnetic activity is relatively rapid. However, it also shows that the average response time can sometimes be spread over a number of days. The superposed epoch analysis technique does not reveal if this spread is due to a long-lasting response with a fixed delay or a short-lived response with a slightly variable delay. Vovk et al. (2000) noted that the delay between Forbush decrease events and responses in Antarctic temperature, pressure, and wind, could be approximated by a quasi-exponential curve. Therefore, it is possible that the actual delay between geomagnetic activity and the associated atmospheric response(s) is a function of the magnitude of the geomagnetic event. This suggests that the atmospheric response is composed of short-lived events with variable delays.

The table also specifies whether a ‘flare’ effect was noted by the researchers. Many studies describe an atmospheric ‘response’ that precedes the geomagnetic events, usually by less than three days. This is generally associated with solar proton events or the solar ultraviolet enhancement that is associated with flares and is nearly always manifested in the atmosphere in the opposite way to geomagnetic activity.

The timing of the atmospheric response is particularly significant for possible mechanisms. In some cases, the atmospheric response occurs on the same day as the geomagnetic disturbance and associated Forbush decrease. Such a rapid response precludes mechanisms involving the coupling of the upper atmosphere to the lower atmosphere. In fact, it even disqualifies mechanisms that involve the propagation of stratospheric disturbances to the lower atmosphere. However, with some exceptions (notably Stening, 1994 and Tinsley and Deen, 1991), the studies in Table 2.5 generally

30 The reported time required for stratospheric perturbations to propagate down to the surface varies considerably. For instance, Baldwin and Dunkerton (2001) indicate that stratosphere to troposphere propagation requires two to three weeks. Conversely, Kodera et al. (1990) report that strengthening of stratospheric westerlies in December have an impact on the troposphere during the following February. Despite the variation in the times, they all greatly exceed the very rapid (one to three days) atmospheric response to geomagnetic activity that most studies describe. At this point, it is not suggested that any of the above mentioned stratospheric disturbances have their origins in geomagnetic or solar activity – their suitability as solar-climate and solar-weather mechanisms is investigated in chapter five.
do not test for a possible atmospheric response outside of about ±10 days from the key date. It is possible that a significant atmospheric response occurs at larger lag intervals. The use of a limited time range in the superposed epoch analysis method limits the scope of the results and casts doubt on their validity. This will be demonstrated in chapter four, which examines the day-to-day response of the atmosphere to geomagnetic events.

There is a strong seasonal component to the relationship between geomagnetic activity and the weather; links between the two are generally thought to be a winter phenomenon. For most studies, the relationships are either strongest in winter (Veretenenko and Pudovkin, 1995), or evident only in winter (see Wilcox et al, 1973). The seasonal nature of solar-weather relationships is evident even in the earlier studies (Macdonald and Woodbridge, 1959), though the reason for this has not been satisfactorily explained. There are a few suggestions but by far most studies do not explain the seasonal nature of their results.

Danilov and Laštovička (2001) suggest that the reason that the tropospheric response to solar activity is more developed in winter is because the winter atmosphere is less stable. This view is shared by Gabis and Troshichev (2000), who suggest that stratification in stratospheric zonal circulation is depressed in winter and greatest in summer. Winter is therefore the time when small external influences such as solar and geomagnetic activity are more likely to have an impact on stratospheric circulation.

Tinsley and Deen (1991) suggest that winter corresponds to a time of maximum cyclogenesis, hence the propensity for a winter vorticity response. Similarly, they note a stronger response over midlatitude ocean sections that correspond to regions of maximum cyclogenesis. This explanation is not suitable for the winter preference that Veretenenko and Pudovkin (1995) attach to cloudiness variations over land in response to Forbush decrease events. For their results, Veretenenko and Pudovkin attribute the winter preference in cloud cover reductions to the seasonal variation of cloud types. The effect, they conclude, is largest on high-level cirrus clouds. However, low-level clouds are twice as frequent during the summer months than they are in the winter months, and
as the cloud-cover data are derived from ground-based observations, there is less probability of high-level cloud being observed during summer.

Beyond this, there is a want of explanations for the seasonal nature of the geomagnetic/weather relationship. Studies that examine the solar-weather relationship at the daily level, and in the southern hemisphere, are rare. However, Burns et al. (1980) and Stening (1994) studied the southern hemisphere, and both found that the results are best during the southern summer. This suggests that the northern hemisphere winter preference is, in fact, part of a global January-February preference. Burns et al. evaluated the vorticity response to solar sector boundary crossings, in the same manner as Wilcox et al. (1973) did for the northern hemisphere. They found that although the results are not statistically significant, the southern hemisphere vorticity shows a similar response to solar activity in the summer months as the northern hemisphere vorticity in winter. Stening (1994) examined 25 years of Australian radiosonde data and found a statistically significant response, three days after the key date, in atmospheric temperature over Alice Springs. He reported that the effect is strongest in January-February. Burns et al. (1980) suggested that the global January-February effect might be a function of the earth’s orbit, and that the January peak in global insolation might be an important factor. Stening (1994) attributed the global January-February effect to changes in the global electric field, which Märcz (1990) has shown to be most responsive to solar activity during these months. Indeed, it is not only the seasonal nature of the geomagnetic/weather link that is unclear, but also the mechanism by which geomagnetic activity influences the atmosphere, especially on the day-to-day timescale.

The modern literature, however, tends to be divided between two closely related mechanisms. The first is the Tinsley mechanism, involving the electrofreezing of cloud condensation nuclei (refer back to section 2.2.8). The second involves changes in atmospheric transparency, which Pudovkin and Raspopov (1992) relate to the influence of cosmic rays on the composition of the atmosphere, and which ultimately relates to
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31 Burns et al. (1980) also found an “almost significant” response in vorticity in the Australian sector. Interestingly, this occurred in the southern winter, and therefore further confounds the seasonal nature of geomagnetic/weather links.
changes in the radiative properties of the atmosphere as well as cloud cover variations. However, in recent papers (Veretenenko and Pudovkin, 1997; Pudovkin and Morozova, 1998), the atmospheric transparency mechanism is converging with the Tinsley mechanism, so that it is now generally suggested that daily solar/weather links occur through the cosmic ray modulation of cloud cover.

There is also some uncertainty regarding the spatial nature of geomagnetic-weather relationships. Three points about the spatial nature of the daily relationships can be gleaned from the current literature:

1. Solar and geomagnetic weather links seem to be different between the southern and northern hemisphere. Despite the paucity of studies examining the links in the southern hemisphere, it seems that geomagnetic/weather links are generally restricted to the northern hemisphere. It may be that the lack of high quality, temporally extensive data for the southern hemisphere has hindered the detection of a solar influence at the daily level.

2. Not only are these links limited to the northern hemisphere, but it has also been suggested that, at the daily level, the tropospheric signature of solar activity is “macroregional”, and that the north Atlantic/European and the Siberian/Aleutian regions are the most ‘sensitive’ to solar forcing (Danilov and Laštovička, 2001).

3. The influence of geomagnetic activity on the weather is dependent on latitude. Numerous studies examining solar and geomagnetic forcing of weather in Russia report a latitudinal influence (see, for instance, Veretenenko and Pudovkin, 1995). Veretenenko and Pudovkin (2000) also report that the effect of cosmic rays on solar radiation input depends strongly on latitude. By using a number of stations covering a range of latitudes, they found that a negative correlation between solar radiation and cosmic ray events at high latitudes, and a positive one at lower latitudes.

In some of the recent literature, there is the suggestion that the daily link between solar activity and climate is modulated by a number of factors, including the QBO and
volcanic aerosols. Labitzke and van Loon (1988) revealed that the relationship between the solar cycle and northern stratospheric polar temperatures is modulated by the QBO. The means by which the QBO influences the solar effect on the stratosphere, at the annual level, is not clear\textsuperscript{32}. It is therefore surprising that many researchers have incorporated the QBO into daily solar-weather links. In general, researchers have found that geomagnetic-weather links are stronger during particular QBO phases (Tinsley et al., 1989; Besprozvannaya et al., 1997). Although the role of the QBO within daily solar-weather links is, like their annual counterparts, also unclear Tinsley and Deen (1991) suggest it could be related to its role in the dynamic coupling of the stratosphere to the troposphere and the resultant chemical transport. Nevertheless, given that its role is uncertain at both the annual and daily levels, its inclusion in geomagnetic-weather studies requires more thought.

It has also been suggested, for example, by Kirkland et al. (1996) and Besprozvannaya et al. (1997), that geomagnetic/weather links are modulated by the presence of volcanic aerosols in the atmosphere. This is particularly the case for the relationship described in Wilcox et al. (1973), which Kirkland et al. (1996) suggest is restricted to periods following volcanic eruptions because of the role that a high stratospheric aerosol loading plays in the Tinsley mechanism. However, very few geomagnetic/weather studies incorporate stratospheric aerosol loading into their analyses, yet still manage to produce suggestive results. The role of both the QBO and volcanic stratospheric aerosols in the link between geomagnetic (and solar) activity and the day-to-day atmosphere is not clear. Chapter five suggests, however, that the stratospheric aerosol layer may play a crucial role in the geomagnetic activity forcing of the atmosphere at annual timescales.

Another contentious aspect of the study of day-to-day solar-atmosphere interactions is the use of superposed epoch analyses. The use of this method is universal in the field of

\textsuperscript{32} Salby and Callaghan (2000) present one possible explanation for the QBO modulation of solar-climate links in the stratosphere. They suggest that the QBO itself is influenced by the solar cycle. They find that during solar maxima, the equatorial wind in a winter season is both westerly and easterly, whereas outside of solar maxima the equatorial wind is either westerly or easterly.
solar-weather studies. The spatial and temporal variability of the diurnal atmospheric response to solar activity precludes the use of techniques such as correlations. The superposed epoch analysis method has numerous shortcomings, however, which will be examined in chapter four. Furthermore, many studies neglect to examine the statistical significance of the results. Chapter four will highlight a particularly dubious practice regarding the statistical significance of superposed epoch analysis results.

2.3.2 Geomagnetic activity and climate

Studies that focus on the long-term relationship between geomagnetic activity and the atmosphere, for example at the annual level, are relatively scarce. This section examines two in particular that are relevant to chapters three and five of this study. The first is a link between geomagnetic activity and the North Atlantic Oscillation index, described in Bucha and Bucha (1998). The second is a link between the geomagnetic AA index and decadal averages of global temperatures, outlined in Cliver et al. (1998).

Potentially one of the most significant sun-weather relationships observed to-date, in both a statistical and practical sense, is the high correlation between the North Atlantic Oscillation and the geomagnetic AA index discovered by Bucha and Bucha (1998). Unfortunately, this discovery has gone unnoticed in the climate literature, which largely still considers the North Atlantic Oscillation as ‘enigmatic’ (Perry, 2000) and possibly “the result of the aggregation of many stochastic weather processes” (Stephenson et al., 2000). The results of Bucha and Bucha (1998) have only just now been updated by the research of Thejll et al. (submitted 2002), who also compared the AA index to the North Atlantic Oscillation and found them to be linked at timescales of 7-10 years. Their results will be reviewed in chapter three.

Bucha and Bucha (1998) defined a zonal index of the North Atlantic Oscillation by differencing the zonal averages of sea level pressure between $35^\circ$ and $65^\circ$N for November through to March. They subsequently found that for the period of 1970-1994, this zonal index was highly correlated ($r = 0.68$) to the geomagnetic AA index. They also found that the winter North Atlantic Oscillation index is correlated ($r = 0.56$) to the AA index for the period 1970-1991. Another important observation in Bucha and Bucha
is that the correlation values are substantially less when the sunspot number is used instead of the AA index. For example, the correlation between the winter North Atlantic Oscillation Index and the sunspot number for 1970-1991 is only 0.15.

They also found an inverse relationship between geomagnetic activity and the North Atlantic Oscillation zonal and winter indices for the period 1900-1944. The correlation coefficient for the zonal index (described above) and geomagnetic activity is -0.44, while for the winter index it is -0.31. Correlation values that change sign and/or magnitude with time are often seen as an indication that the correlations are, in fact, not real (see, for instance, Pittock, 1983). However, for the case of the North Atlantic Oscillation and the AA index, Bucha and Bucha (1998) presented an explanation as to why the correlations have changed sign after ~1940, which is described here briefly. During low geomagnetic activity, high-pressure cells occur over the polar region and Greenland, and a low-pressure cell occurs over Europe; a weak zonal flow results. With “slightly below-normal” (Bucha and Bucha, 1998) geomagnetic activity the high-pressure cell found over Greenland during periods of low activity moves south-eastward and joins the Azores High to form an intense high-pressure ridge. The high-pressure ridge blocks warm air from the Atlantic from flowing onto Europe, which is instead subject to Arctic air from the north or the east. At this stage the North Atlantic Oscillation zonal index is negative, and is less than the zonal index for even lower geomagnetic activity. Conversely, high geomagnetic activity sees the intense high-pressure cell relocated south-east over Europe and the intensification of the Icelandic low. In this instance, the zonal North Atlantic Oscillation index is positive. Bucha and Bucha (1998) suggest that this explains the reversal of the correlations for the periods 1900-1944 and 1970-1994. During the earlier period, geomagnetic activity was low (high zonal index) or below-normal (lower zonal index) and the correlations were therefore negative. During the later part of the century, geomagnetic activity was typically high (highest zonal index) or below-normal (lower zonal index), and the relationship between the two was therefore positive. This explanation for the reversal of the correlations is evaluated in chapter three.

Despite the observations that Bucha and Bucha (1998) presented relating the North Atlantic Oscillation to geomagnetic activity, and their subsequent explanation for the
reversal of these correlations after 1945, very little progress, if any, has been made on this particular relationship. The most important aspect of this relationship is that it could afford a method of predicting the North Atlantic Oscillation well in advance. To do this, however, requires a detailed understating of this relationship, especially the reversal of the correlations. It also has implications for recent changes in the North Atlantic Oscillation and the Arctic Oscillation as well as global warming. The relationship between geomagnetic activity and atmospheric circulation is evaluated in chapter three, which also tests for a similar relationship in the southern hemisphere equivalent of the Arctic Oscillation, the Antarctic Oscillation.

Another solar-climate relationship that is potentially significant to recent climate change is the similarity between geomagnetic activity and global surface temperatures (Cliver et al., 1998). Cliver et al. found high correlations ($r = 0.90$, and $r = 0.95$) between decadal means of geomagnetic activity and global surface temperature and geomagnetic activity minima values and global surface temperature, respectively (Figure 2.28). Their results prompted them to suggest the there is a “long-term component of solar irradiance that underlies the 11-year cyclic component” (Cliver et al., 1998; page 1035), which has a significant impact on global surface temperature. They do concede, however, that the solar influence on global temperature may not be the result of solar irradiance changes, but that it could be a function of the solar wind.

Many aspects of this relationship warrant further investigation. The spatial and seasonal pattern of the relationship is of particular interest, as it will allow the deduction of possible solar-climate mechanisms. The results in Cliver et al. (1998) are for global surface temperature, and the statistical shortcomings associated with their results have been described previously in this chapter. It is important to understand the regional nature of this relationship, especially in the southern hemisphere. These considerations are, however, secondary to the main aim of this thesis, which is to examine the potential role of geomagnetic activity in recent climate change via atmospheric circulation. Analyses comparing long-term changes in geomagnetic activity to regional surface temperatures are therefore presented in the following paragraphs. They represent an important aspect of solar-climate relationships that warrant further investigation but that
are a separate concern to the geomagnetic forcing of the annular modes described throughout the rest of this thesis.

Monthly mean temperature records were used to examine the spatial and seasonal pattern of long-term links between geomagnetic activity and surface temperature. The monthly mean temperature data are from the GHCN v2 data set. Only a small subset of the available data were used. To be included in the analyses, each climatological station had to provide uninterrupted coverage from 1900 to 1990. Using a uniform record length in the correlation process avoids the bias that record length introduced to the magnitude of the correlations. The selected data were smoothed using an 11-point moving average, in the same manner as the global and hemispheric data analysed in section 2.2.11, and correlated to the smoothed AA index. The correlations therefore extend from 1905 to 1985, as five years were lost from the end of each record with the use of the 11-point moving average filter.

Correlation coefficients for 419 unique records, from the original 1,976 correlations, are displayed in Figure 2.29. The distribution of the records is limited because there are
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very few records outside of North America, Europe, and Japan. As monthly data were used, there were sometimes up to twelve records for each location, one for each month. While it was found that averages of hemispheric temperature data show no seasonal variations in their correlations to the AA index (Appendix A), geomagnetic activity correlations with the regional data varied greatly by month. In some cases, the amount of variability between correlations for different months was very large, such that the greatest positive correlation was matched by a negative correlation of similar magnitude in other months.

Only the highest correlation for each station is shown in Figure 2.29, and the month in which the highest correlation occurred has been noted. Because of this strong variability in the monthly correlation coefficients, which generally have no particular seasonal pattern, it can be concluded that the geomagnetic activity signal in global temperatures is not evident in regional temperature data. It is evident, in Figure 2.29, that with the exception of the southeast area, the correlations in the North American region are generally positive and of moderate magnitude. What is not evident from the figure, however, is that there is no consistency in the seasonality of the results. This does not provide strong support for a geomagnetic activity influence on land temperatures at regional scales. The same inconsistency is generally evident in all other regions.

There is one interesting exception, however. Correlation results for Japan are consistently of the same sign and magnitude, and furthermore, have a very strong seasonal pattern. Figure 2.30 shows the frequency histogram of the months with the highest correlations for the Japan records. A clear preference for November is evident – maximum correlations occur in this month over 50% of the time. The correlations are also of very high magnitude, ranging from 0.56 to 0.95 and averaging 0.82. Even once the impact of serial correlation of the effective number of observations is considered many of the correlations for the Japanese stations are statistically significant at the 95% confidence level. Figure 2.31 shows the results for the Japanese stations. Unfortunately,

\[34\] With the exclusion of the results for Shanghai, China, which although in a similar region (bounded by 120°E-146°E and 22°N-46°N), show a negative relationship \((r = -0.63)\).
the Japanese data provide the only suitable records in the region, so the extent of this spatial and seasonal pattern is difficult to determine. A similar, but much reduced, seasonal preference is evident in the entire data set, but the magnitude of the correlations elsewhere is negligible and inconsistent.

The results indicate that while geomagnetic activity is only evident as a subtle signal in global or hemispherically averaged temperature records, it is also possible to observe it at the regional level for a small portion of the available data. The findings of Sakurai (2002) may be pertinent to these results. Sakurai found an 11-year solar cycle periodicity in records of ‘sky brightness’ over Japan. The solar cycle signal in sky brightness operates at a different timescale to the temperature correlations described here (annual and decadal versus long-term/interdecadal). Nevertheless, some aspects of Sakurai’s (2002) observations are relevant to these temperature results. Firstly, Sakurai observes that the brightness changes are not the result of changes in the solar corona and suggests that they occur through the solar-activity modulation of atmospheric aerosols. Secondly, Sakurai notes a lag of two to four years between the peaks in the sunspot number and sky brightness, with sunspot maxima leading brightness maxima. Analyses performed in section 2.2.4 have shown that geomagnetic maxima typically lag behind sunspot maxima by between -2 and +5 years lag, and that in cases when geomagnetic maxima precede sunspot maxima there is a second geomagnetic maximum four years later. This means there is typically a peak in geomagnetic activity between two and five years after sunspot maxima – a timeframe that suits Sakurai’s results. Geomagnetic activity can possibly influence atmospheric aerosols or clouds through its impact on cosmic rays. The link between cosmic rays and aerosols has been suggested by many researchers (Dickinson, 1975; Roldugin and Vashenyuk, 1994; Yu, 2002), so it is possible that the changes in sky brightness observed in Sakurai (2002) are the result of geomagnetic activity and that this relationship forms part of the mechanism responsible for the regional correlations to monthly mean temperature.

Mendoza et al. (2001) also found an indication of geomagnetic activity in central Mexican minimum extreme temperature data. They used monthly and annual data, spanning ~1920 to ~1990, from five Mexican stations and reported a correlation coefficient of 0.65 between 10-year averages of station-averaged data and the AA index.
It may prove fruitful, therefore, for future studies to consider the regional nature of geomagnetic/temperature correlations. However, as Mendoza et al. (2001) indicated, longer time series are required before the results can achieve statistical significance. This is largely because of the amount of smoothing used within such studies and it will therefore be a number of decades before such a study can yield conclusive results.

2.4 Overview and Discussion

This chapter has presented an overview of solar-climate relationships. Section 2.2 reviewed the field of solar-climate research in general, while section 2.3 focussed on relationships between geomagnetic activity and climate. A number of conclusions and observations can be drawn based on the overview presented here:

1. The field of solar-climate relationships is unique in that it was born out of assumptions, and to some degree, is still perpetuated by assumptions. This is in direct contrast to most other scientific research, and fails to conform to the generally held perception that scientific hypotheses and research exist to address specific problems, and are not simply the result of rampant speculation. Beginning with Herschel’s (1801) bold assumption, that climate should vary under the influence of sunspots, countless other solar-climate relationships have been described in the past 200 years describing links that do not address any specific climatic problems. Instead, they seek to validate the assumption that changes in the sun must, somehow, be manifested as changes in our climate and perpetuate a field that has not, to date, justified it’s own existence.

This is no more evident than in research linking geomagnetic activity and climate/weather. Early research, like that of Stagg (1931), had little cause to assume a link between the two (other than local variations in the geomagnetic field caused by

35 It is possible to cite some instances where researchers have encountered the solar signal in climate data without explicitly searching for it. For example, Douglass (1909) found an 11.3-year periodicity in tree-ring widths, while Barnett (1989) encountered an 11-year solar cycle in global sea surface temperature while examining quasi-biennial variations.
meteorological variations). In fact, it is a matter of some curiosity as to why it was even assumed that geomagnetic activity could be a source of meteorological events!

Many contemporary studies (including, in part, this thesis) are motivated by the need to expand upon or evaluate previous studies, which themselves are based on the assumptions that solar variability must influence climate. As such, some modern studies are very much like their early predecessors in that they do not attempt to address any particular climatic enigma, but study solar-climate relationships simply for their own sake. This has hindered the general acceptance of the field of solar-climate relationships by the general climatic community and perhaps validated Pittock’s (1978, 1979) suspicions that solar-climate relationships are of limited use. Of course, it could be argued that the climatic system is so complex and dynamic that anything that offers a potential insight into the workings of the atmosphere is a worthwhile pursuit.

2. Very few studies consider the greater implications of their findings and relate their results back to other, non solar-climate work. This is perhaps one of the more subtle factors that obviate the general acceptance of the field of solar-climate relationships, as well as the specific findings within the field. Many modern studies examining the relationship between long-term solar activity and terrestrial temperatures declare that their motivation is the need to clarify the solar influence on global temperatures, so that potential anthropogenic impacts can be better understood (see, for example, Bucha, 1991). In fact, some authors have evaluated the relative contribution of solar and anthropogenic forcing on recent temperature changes (see, for example, Lean et al., 1995). However, this is an isolated example, and in general, there is very little interfacing between traditional climate studies and solar-climate studies. The climatic implications of what is, perhaps, the most compelling solar-climate relationship to-date – that of Labitzke and van Loon involving the stratosphere – have yet to be described in the solar-climate literature.

3. Surprisingly, there also seems to be reluctance, on the part of many solar-climate researchers, to relate their results to other findings within the field. This is unfortunate, because despite the large number of publications in this field there has been limited
progress made in the 200-year history of this field of research. This leads onto another point regarding the validity of many of the results in this field.

The review presented in this chapter (as well as other literature not discussed here) suggests that solar-climate relationships are, supposedly, ubiquitous. The literature describes relationships at all timescales, from hourly changes (Stagg, 1931) to long-term changes (see, for instance, Eddy, 1976, 1977; van Geel et al., 1999). Solar-climate links have been proposed for practically every climatic and meteorological parameter that has ever been measured. These include air (Thejll and Lassen, 2000) and sea (Barnett, 1989) temperatures, sea level (Woodworth, 1985), vorticity (Burns et al., 1980), rainfall (Currie and Vines, 1996), geopotential heights (Labitzke, 2001), clouds (Svensmark and Friis-Christensen, 1997), ozone (Varotsos, 1989), river flow (Sytinskiy and Postnikov, 1995), planktonic foraminifera (Castagnoli et al., 1999) and so on.

Similarly, at one time or another, every aspect of solar activity has been related to climate, including the commonly used sunspot number, geomagnetic activity, solar-sector boundary crossings (Wilcox et al., 1973, Burns et al., 1980), solar proton events (Pudovkin and Morozova, 1997), and variations at longer timescales, such as the 206-year period (Hodell et al., 2001). If even half of the suggested relationships were valid then solar activity would be the dominant driver of earthly climate and weather and the reality of a solar influence on climate would be undoubted. It is obvious, therefore, that there is a desperate need to evaluate the many solar-climate relationships that abound in the literature and, if possible, to reconcile them into one hypothesis that incorporates all the different solar sources, climatic impacts, and physical mechanisms.

4. It is obvious that the lack of proven physical mechanisms present a considerable problem to solar-climate researchers. Although there is an amazing abundance of hypotheses regarding the method by which solar activity may influence the lower atmosphere (see chapter five), very few have been tested. Indeed, it is common for researchers to simply report their observations and then leave the consideration of the suitable mechanism up to the reader. This is usually done by summarising the current hypotheses regarding possible solar-climate mechanisms into a diagram (see, for
example, Bochňaček et al., 1999; van Geel et al., 1999) or listing them in the text (Cliver et al., 1998).

5. The southern hemisphere is grossly understudied in the field of solar-climate relationships. The examination of solar-climate relationships in the southern hemisphere is important, not only because it is relatively neglected in the literature, but also because it can provide insights into solar-climate relationships in the northern hemisphere. The availability of the NCEP/NCAR reanalysis data addresses the limitations associated with data availability in the southern hemisphere and is incorporated in this thesis to examine geomagnetic activity variations in both hemispheres.

In light of these points, one way to narrow down the possible mechanisms (as well as evaluating the climatic significance of the results) is to examine the spatial, temporal, and seasonal aspects of the solar-climate relationship in question. It is also useful to examine the solar-climate relationship on different timescales (such as decadal and interannual, as well as daily) and compare the results when different indices of solar activity are used. This is demonstrated in this thesis, which examines what is currently the most promising aspect of solar-climate relationships – the geomagnetic forcing of atmospheric circulation.
3 Geomagnetic activity and atmospheric circulation

3.1 Introduction

Changes in atmospheric circulation, as represented by the Arctic, North Atlantic, and Antarctic Oscillations, impact upon global climate. Despite the important role these oscillations play in recent climate change (Hurrell, 1996; Gong and Wang, 1999; Thompson et al., 2000) their forcing mechanisms and behaviour are not well understood (Perry, 2000). For example, it is not clear to what extent changes in the North Atlantic Oscillation are an accumulation of stochastic weather events (Stephenson et al., 2000), the product of ocean-atmosphere coupling (Marshall et al., 2001), or the result of internal atmospheric dynamics, possibly originating in the stratosphere (Perlwitz and Graf, 1995). There are also a number of specific uncertainties about these atmospheric modes. Many authors note a period of uncharacteristically low values in the North Atlantic Oscillation and Arctic Oscillation indices between the 1950s and 1970s (Greatbatch, 2000), followed by a strong positive trend extending to the present day (Stephenson et al., 2000). Although Wunsch (1999) has described similar non-stationary periods in a synthetic North Atlantic Oscillation index, one cannot exclude the possibility that the recent changes in these indices of atmospheric circulation are deterministic. The literature also expresses uncertainty about the origin of decadal variations evident since the 1960s (Hurrell, 1995), the year-to-year winter persistence of anomalies (Stephenson et al., 2000), and the nature of interannual variations of both the Arctic Oscillation and North Atlantic Oscillation (Feldstein, 2000). These features are also evident, to some degree, in the dominant mode of variability in the southern hemisphere, the Antarctic Oscillation (Thompson et al., 2000).

There are a number of reasons to suspect that the aforementioned uncertainties can be explained in part by solar activity, as represented by geomagnetic activity. For example, geomagnetic activity also exhibits an uncharacteristic period of low values centred in the 1960s, and its power spectrum is dominated by decadal variations (refer to Figure
2.13). The most compelling evidence that the recent changes in these atmospheric indices are related to solar-modulated geomagnetic activity is found in Bucha and Bucha (1998), who presented correlations linking the North Atlantic Oscillation to geomagnetic activity (already described in section 2.3.2). Bucha and Bucha (1998), however, did not relate their findings to the currently unexplained aspects of the North Atlantic Oscillation. Furthermore, many questions remain unanswered. Foremost is the question of whether any relationship between solar activity and atmospheric circulation is evident in the southern hemisphere. Other questions relate to the nature of this relationship at different timescales, especially the interannual level, as well as its temporal and seasonal characteristics.

This chapter therefore tests the hypothesis that solar-modulated geomagnetic activity is a significant forcing mechanism behind recent changes in global atmospheric circulation. It begins by providing an overview of the Antarctic, Arctic, and North Atlantic Oscillations, and then describes the data and methods used. The results are discussed with reference to existing solar-climate and general climate theories, especially the change in the northern hemisphere climate regime in the 1960s (Knox et al., 1988; Tourre et al., 1999; Venegas and Mysak, 2000; Cavalieri and Häkkinen, 2001), and scrutinised according to Pittock’s (1978, 1979) criteria for establishing solar-climate relationships described in the previous chapter.

3.2 The Annular Modes

3.2.1 Antarctic Oscillation

Gong and Wang (1999) describe the Antarctic Oscillation as the ‘alternation of atmospheric mass’ between the southern middle and high latitudes (Figure 3.1). They define the Antarctic Oscillation index as the difference between the normalised zonal-mean sea level pressure at 40° and 65° south. Thompson et al. (2000) note that the Antarctic Oscillation has drifted towards higher values in the past decades, after a period of low activity in the 1960s and 1970s. They also note that although the Antarctic Oscillation is evident in the troposphere for all months, tropospheric circulation is coupled to the stratosphere only in November. The relevance of the oscillation to recent
climate change is not as comprehensively documented as that of the Arctic Oscillation, though Gong and Wang (1999) assert that it has “potential for clarifying climate regimes in the southern hemisphere, similar to how the [North Atlantic Oscillation] and the [North Pacific Oscillation] has been used in the northern hemisphere” (page 461).

In the most recent studies (for example, Wallace and Thompson, 2002) of the Antarctic and Arctic Oscillations, these phenomena are referred to as the ‘Southern Atmospheric Mode’ (SAM) and the ‘Northern Atmospheric Mode’ (NAM) respectively. These abbreviations are adopted in the present study to avoid potential confusion arising from the use of abbreviations such as ‘AAO’ and ‘AO’ for atmospheric indices and ‘AA’ for geomagnetic activity.

### 3.2.2 Arctic Oscillation

Thompson and Wallace (1998) defined the Arctic Oscillation (hereafter abbreviated to the NAM) as the ‘leading empirical orthogonal function of the wintertime sea-level pressure’ in the northern hemisphere. It is evident at all levels of the lower atmosphere (Figure 3.2). At the surface, it resembles the North Atlantic Oscillation (Baldwin and Dunkerton, 1999).

Many researchers have described the NAM and the North Atlantic Oscillation (hereafter NAO) as different manifestations of the same phenomenon (Baldwin and Dunkerton, 1999; Kerr, 1999), so it can be seen that the NAO and NAM are, to some extent, interchangeable. There are a number of important differences, however, and for an overview of these refer to Wallace (2000). The principal difference is the method by which they are derived. While the NAM is typically represented by the leading empirical orthogonal function in the analysis of northern hemisphere climate parameters, such as sea level pressure, the NAO can be derived from a normalised index

---

36 In comparing the Arctic Oscillation and North Atlantic Oscillation, Ambaum et al. (2001) concluded that the North Atlantic Oscillation is “…more physically relevant and robust for N. Hemisphere variability than the [Arctic Oscillation] paradigm…” but conceded that the North Atlantic Oscillation might still be explained by the physical mechanisms associated with the Arctic Oscillation.
based on sea level pressure for stations representative of the Icelandic low and Azores high, such as Stykkisholmur, in Iceland, and Lisbon, in Portugal, respectively (Hurrell, 1995).

Baldwin (2000) suggests that the time averaging of the station data used in the derivation of the NAO index implies that short-period fluctuations are not well represented. Moreover, despite their similarity, there are other benefits for the use of the NAM over the NAO. Thompson et al. (2000) prefer the NAM because it has a southern hemisphere equivalent, its intraseasonal variability is more pronounced, and it has greater significance to recent climate trends.

Like the SAM, the NAM can be described as the oscillation of atmospheric mass between polar and mid-latitude regions (Thompson et al., 2000), as shown in Figure 3.2. At sea level, positive values of the NAM index are associated with stronger than normal westerlies at 55° N and lower than normal sea level pressure at the pole (Thompson et al., 2002).

The NAM and NAO play an important role in the climate dynamics of the northern hemisphere. The NAO accounts for over 30% of sea level pressure variations in the northern hemisphere (Hurrell, 1996). In the North Atlantic region, differences in sea level pressure exceeding 15 hPa are associated with changes in the NAO index of ±1.0 (Hurrell, 1995). The NAO has also been linked to atmospheric blocking in the North Atlantic sector (Shabbar et al., 2001), sea level changes within the Mediterranean (Tsimplis and Josey, 2001), Arctic sea ice export during winter (Hilmer and Jung, 2000), wind speed variability in the tropical North Atlantic (George and Saunders, 2001), and ozone concentrations in the stratosphere (Appenzeller et al., 2000). The Arctic Oscillation itself has also been linked to recent climate change. Thompson et al. (2000) indicate that between January and March, roughly 50% of the warming of the Eurasian continent, and 30% of warming across the northern hemisphere can be correlated directly to the Arctic Oscillation. It is evident, therefore, that variations in the NAM and NAO are climatically important, and it follows that any forcing of these oscillations by solar activity is likely to have practical significance for explaining recent climate change.
The Arctic Oscillation is associated with the strength of the stratospheric polar vortex ([Thompson and Wallace, 1998; Baldwin and Dunkerton, 2001]). One feature of the Arctic Oscillation that may have tremendous importance to solar-climate studies is that it is known to propagate from the stratosphere to the troposphere. Baldwin and Dunkerton (1999) have demonstrated that stratospheric polar vortex anomalies generally propagate downward to the troposphere over periods of roughly three weeks during winter. This period, January through March, when the northern stratosphere and troposphere are coupled and Arctic Oscillation-related variance is greatest, is termed the ‘active season’ by Thompson et al. (2000). Although the exact mechanism behind this stratosphere-troposphere propagation is not known with certainty, they suggest that it is likely to involve the influence of stratospheric anomalies on planetary waves. Further examination of this phenomenon suggests that, on intra-seasonal timescales, the downward propagation from the stratosphere is a feedback response to upward propagating planetary waves that impact on stratospheric circulation (Black, 2002). However, on longer timescales Black (2002) suggests that the downward propagation of stratospheric variations is a direct forcing mechanism related to radiative processes.

The coupling between the troposphere and stratosphere, and the downward propagation of stratospheric changes to the troposphere, have been touted as a possible solar-climate mechanism in many studies ([Balachandran et al, 1999; Black, 2002]). Proof of a link between solar activity and the Arctic (as well as the Antarctic) Oscillations is essential to the validity of such a mechanism. However, except for the results of Bucha and Bucha (1998), there is currently no published evidence of such a link using modern data and certainly none using indices of the Arctic and Antarctic Oscillations. The following sections therefore evaluate the influence of solar activity on these indices. The results can potentially provide support for, or disprove, a feasible solar-climate mechanism involving the coupling of the stratosphere and troposphere and may also prove useful in explaining recent changes in atmospheric circulation.
3.2.3 Data

Monthly indices of the Arctic and Antarctic oscillations were obtained from the Annular Modes website. The monthly NAM index spans 1899 to 2000 (a total of 1,224 observations), and the SAM index spans 1958 to 1999 (504 observations). Both indices are the same as those used in Thompson and Wallace (2000) and Thompson et al. (2000), and were derived, by their providers, from the regression of monthly anomaly fields on the leading principal component of data for each hemisphere. The NAM was derived using sea level pressure data and the SAM was based on 850 hPa geopotential height data to overcome the influence of Antarctic terrain (Thompson and Wallace, 2000). Figure 3.3 shows the winter NAM and the annual SAM indices. Note the trend towards higher values in the most recent decades, preceded by a period of low values in the 1960s as described in Thompson et al. (2000).

Monthly and three-monthly values of the NAO index were obtained from the University Corporation for Atmospheric Research (UCAR) web page for the period 1865 to 2000. The monthly NAO indices are derived using normalised sea-level pressure values between Ponta Delgada and Stykkisholmur/Reykjavik (Hurrell and van Loon, 1997). Solar data were obtained from sources described in chapter two, and comprise monthly values of the geomagnetic AA index and the sunspot number.

3.3 Methods

This chapter examines a number of features of the possible relationship between solar activity and atmospheric circulation, largely through correlation coefficients. These include the behaviour of this relationship at various timescales, and temporal, seasonal, and spatial aspects of the relationship. Particular attention is also given to the statistical significance of the results. Each of these aspects of the analysis is described here.

37 http://www.atmos.colostate.edu/ao/Data/ao_index.html. The online data, and a description of their derivation, are provided by David Thompson.
38 NOA index data provided by the Climate Analysis Section, NCAR, Boulder, USA, Hurrell (1995) http://www.cgd.ucar.edu/~jhurrell/nao.html
3.3.1 Timescales

The relationship between solar activity and atmospheric circulation was evaluated for the original unmodified data (hereafter the raw data) and for subsets of the original data at two timescales − decadal and interannual. Features of both the atmospheric and solar data support the separate study of decadal and interannual variations. Numerous researchers have indicated that the atmospheric circulation indices contain significant, unexplained decadal variations. For the SAM, Gong and Wang (1999) note a period of low values between 1960 and 1970, followed by higher values in the 1980s, and suggest that the decadal variations in the SAM warrant further research. Similarly, unexplained decadal variations are present in the NAO and NAM in recent times (Hurrell, 1995; Stephenson et al., 2000). These decadal variations are supplemented by short-term variations, in the range of two to five years, of unknown origin (Stephenson et al., 2000). Furthermore, the geomagnetic AA index contains significant short-term variability as well as the dominant 11-year periodicity associated with the solar cycle. As Figure 2.13 demonstrated, variability in the sunspot number is limited to the decadal timescale. Because the vast majority of solar-climate studies use the sunspot number as an index of solar variability they are limited to the study of long-term (decadal) relationships. The use of the geomagnetic AA index allows the study of the much-neglected interannual solar-climate links.

Figure 3.4 demonstrates the procedure used to isolate the decadal and interannual variations from the raw data. The raw (unmodified) data for sample data, the January NAM and AA indices, is shown in 3.4a. Decadal variations were extracted from the raw data by applying a five-point unweighted moving average (i.e., with a half-width of two years) to each index − the resultant time series are shown in Figure 3.4b. A moving average of order five was chosen based on the statement of Stephenson et al. (2000), that there are “…substantial contributions from short-term 2-5 year variations” (page 1)

\[39\] Feldstein (2000) evaluated whether interannual variations in the NAO index can be considered as ‘climate noise’ by comparing it to a Markov process, and concluded that “…it is difficult to make a strong statement about the role of climatic noise and external forcing for the NAO” (page 4437). Interannual variations in the NAO data from 1958-1997 are dominated by external forcing, but the results are confounded by the presence of the long-term trend in the NAO index.
to the overall variance of the North Atlantic Oscillation. Spectral analysis of the resulting AA index time series (see inset in Figure 3.4b) reveals that the smoothing process has successfully removed the short-term variations. Figure 3.4c shows the short-term (interannual) variations for the same indices, which were derived by subtracting the decadal indices from the raw data. The spectral graph in 3.4c confirms that this process has removed the long-term variations in the AA index. The spectral properties of the NAM indices in Figure 3.4 are similarly modified by this process.

3.3.2 Temporal

The results of Bucha and Bucha (1998) have already indicated that the relationship between the geomagnetic AA index and the NAO index is not constant over time. Therefore, two techniques have been employed here to examine objectively the temporal nature of the relationship between solar and atmospheric indices – sliding correlations and the cumulative sum of the squares of deviations. The sliding correlations are most suited to the decadal data, which is serially correlated due to the smoothing process, while the cumulative sum method was applied to the interannual variations.

The method of sliding correlations (also termed running correlations) is used in Jacobbeit et al. (2000) to examine the relationship between zonal indices and European temperatures, and in Chang et al. (2001) to examine the relationship between the Indian summer monsoon rainfall and summer Niño-3 sea surface temperatures. In this study, 11-point correlation windows were used, with one-year increments. An interval of 11 years was chosen so that at least one complete decadal cycle was covered. Figures showing the results of the sliding correlation procedure are presented in the following results sections. The sole purpose of the sliding correlations is to highlight periods when the solar and atmospheric data are consistently related, not to demonstrate a statistically significant relationship.

40 Not to be confused with the cumulative sum of squares method used to detect change points in time series, as described in Inclán and Tao (1994).
Taylor et al. (2002) use cumulative sums to demonstrate that weak climatic signals can be extracted from ecological data, specifically the response of zooplankton to the position of the Gulf Stream. This technique involves calculating the sum of the squares of the difference between two normalised time series, and Taylor et al. (2002) suggest that it is “a sensitive test of whether the relationship is constant with time” (page 629). It is therefore ideal for the detection of solar-climate relationships, which may be temporally inconsistent as well as weak. The slope of the cumulative sums indicates the amount of correlation between the two time series – a strong positive correlation results in a slope close to zero, and a slope of two occurs when variables are uncorrelated (Taylor et al., 2002). Taylor et al. (2002) do not specify which slopes can be expected if the time series are negatively correlated. Logic dictates, however, that a slope greater than two can be expected for negative correlations and this is confirmed in Figure 3.5, which depicts the cumulative sums for various correlations. As is the case for the sliding correlations, the cumulative sums are not used to test the statistical significance of the results, but only to identify periods warranting further investigation. The cumulative sums are shown in the appropriate appendices.

3.3.3 Seasonal

To examine the seasonal aspect of any potential relationship, the correlations and cumulative sums are performed for individual months as well as three-monthly averages, such as JFM, FMA… and so on. There are a number of reasons to expect that the geomagnetic forcing of atmospheric circulation will have a strong seasonal signal. Pronounced seasonal variations are evident in indices of geomagnetic activity, which peak around the equinoxes (recall the analyses presented in Figures 2.14 and 2.15). Furthermore, upper atmospheric changes associated with magnetic storms also vary seasonally. Temperature changes are greatest in summer months, but relative density changes are most pronounced in winter months (Prölss and Roemer, 2000). Similarly, the terrestrial atmosphere is dominated by seasonal patterns, such as the stratosphere-troposphere coupling during JFM in the northern hemisphere and November in the southern hemisphere (Thompson et al., 2000), described in later sections and chapter five, as well as seasonal cycles of solar irradiance and ozone concentrations.
Sun-weather studies, which focus on relationships between geomagnetic activity and the lower atmosphere at the daily level, frequently examine the seasonality of their results. Section 2.3.1 has already indicated that the many studies at this timescale claim that sun-weather relationships are strongest in winter. The seasonality of solar-climate relationships at annual or greater timescales, however, is not as well defined because most studies use either annual or daily data only. In doing so, they overlook an important dimension of the results and miss the potential insights that the seasonality of the results can provide for the identification of appropriate solar-climate mechanisms.

### 3.3.4 Spatial

At times when the magnitude and spatial pattern of the results is of interest, this study relies on the ‘composite technique’ (Kodera et al., 1999). This technique simply involves the averaging of a particular parameter for periods of high and low solar or geomagnetic activity and comparing the differences between the two averages. This procedure is used frequently in solar-climate studies (see, for example, Bochniček et al., 1996, 1999) to show spatial differences in atmospheric parameters between the extremes of solar activity. When using this technique it is important to consider the validity of the resulting averages – something that most researchers neglect. It is necessary to demonstrate that the differences seen in the results are not the result of chance. In this chapter, randomness was evaluated by performing composites using randomly selected data and using the magnitude of the resulting averages as an indication of the influence of stochastic variations on the results.

### 3.3.5 Lagged

There are a number of mechanisms that can potentially explain a link between geomagnetic activity and atmospheric circulation. The various temporal, seasonal, and spatial aspects of this link provide constraints on which mechanisms are suitable, and will be used in chapter five to help deduce how solar variations are manifested in the terrestrial atmosphere. One possible mechanism involves the propagation of atmospheric circulation anomalies in the middle or upper atmosphere, generated by solar and geomagnetic activity, to the lower atmosphere. The time required for such
propagation to occur is unclear, but if lag is not incorporated into the analyses, a solar-climate relationship that requires this mechanism may not be detected. There are other reasons to suspect that an atmospheric response to geomagnetic activity may be delayed by a number of months. Ozone concentrations in the stratosphere are known to have a long ‘memory’, with variations persisting several months (Thompson and Wallace, 1998). Alternatively, if solar or geomagnetic activity influences the lower atmosphere through radiative forcing alone the thermal inertia of the oceans may introduce some lag into the relationship.

This chapter therefore calculates correlation coefficients between geomagnetic activity and the atmospheric circulation indices for various lags. For example, variations in the January Antarctic Oscillation are compared to geomagnetic variations for the previous December, then November… and so on. The lag is extended to eleven months, and the results are compared to the ‘un-lagged’ data.

3.3.6 Statistical Significance

One of Pittock’s (1978, 1979) guidelines suggests that solar-climate researchers “critically examine the statistical significance of the result, making proper allowance for… autocorrelation and smoothing…” His recommendations have generally gone unheeded, and none of the solar-climate studies described in chapter two account for serial correlation. This is despite the fact that in some cases, such as Friis-Christensen and Lassen’s (1991) solar-cycle length studies, the time series under consideration were highly smoothed.

In this study, serial correlation was taken into consideration when performing t-tests on correlation coefficients by replacing the actual number of observations with the effective number of observations (\( N_{\text{eff}} \)). \( N_{\text{eff}} \) is calculated as follows (modified from Slonosky et al., 2000):

\[
N_{\text{eff}} = N \times \frac{(1 - \left| r \right| \sqrt{N})}{(1 + \left| r \right| \sqrt{N})}
\]
where $N$ is the total number of observations, and $r_1$ and $r_2$ are the lag-one serial correlation coefficients of the two time series under consideration. The original formula in Slonosky et al. (2000) does not use the absolute value of the lag-one serial correlations. In this study, it was found that the lag-one serial correlations for the atmospheric indices were sometimes negative, which lead to $N_{\text{eff}}$ values that were greater than the original $N$. The use of the absolute values avoids this anomaly.

Recently, researchers in atmospheric science have followed factions in other quantitative and semi-quantitative fields by criticising the use of null hypothesis significance testing, citing the numerous problems associated with the dichotomous nature of such testing (Nicholls, 2001). These problems are exaggerated by the effect of serial correlation on sample sizes. For example, the geomagnetic AA index is serially correlated\footnote{The JFM original AA index, from 1960 onwards, has a lag-one correlation coefficient of 0.49. For the smoothed JFM AA index, the lag-one coefficient is 0.88, while the lag-two correlation coefficient is 0.69.}, even more so once it has been smoothed with a five-point moving average to highlight decadal variations. It stands to reason that if geomagnetic activity forces atmospheric circulation, then it too will be serially correlated. Therein lies the conundrum, because the stronger the forcing, the higher the serial correlation, and subsequently the lower the effective number of observations. Statistical significance becomes less likely the stronger the relationship becomes. This particular problem is especially pertinent to solar-climate studies, which often focus on long-term climate changes only, and perhaps explains why solar-climate researchers are reluctant to adopt Pittock’s suggestions and do not account for serial correlation and smoothing in their analyses.

The traditional null-hypothesis significance tests, which are appropriate for the raw or interannual data but which might overestimate the impact of serial correlation for the decadal data, were therefore supplemented by randomisation tests using pseudo-random time series. The random time series were constructed by generating pseudo-random variations with similar spectral properties to the geomagnetic data. This is demonstrated in Figure 3.6, which shows the serial correlation functions for the real, detrended JFM
AA index and the randomly generated time series. The figure shows that the serial correlation function of the two time series is very similar, especially at lag-one, which is the only value incorporated into estimates of $N_{\text{eff}}$ as described previously. The spectral properties were extracted for the linearly detrended, smoothed AA index. Once the pseudo-random data were generated, a linear trend compatible with that of the original data was reinstated. The inclusion of the linear trend is required to approximate the serial correlation of the original AA index, but is also affords an opportunity to confirm that the correlations are not due solely to the presence of a trend in both time series.

The effective number of observations was calculated for one thousand permutations of the random time series to confirm that the $N_{\text{eff}}$ of the random time series is similar to that of the original data. Correlations were then performed between each random time series and the atmospheric data, and the resulting coefficients were ranked according to magnitude. The statistical significance of the correlations was then based on the ranking of the real correlation, which is tantamount to the probability of achieving correlations of that magnitude if the null hypothesis is true. This procedure is only performed for specific correlations using decadal data, outlined in the results section. Diagrams of the distribution and range of the random versus the ‘real’ correlations are presented in later sections.

### 3.4 Results

#### 3.4.1 The relationship between geomagnetic activity and the Antarctic Oscillation

Figure 3.7 shows the correlation coefficients between the raw, decadal, and interannual monthly data of the AA and SAM indices, while Figure 3.8 depicts the same correlations using three-monthly averages. The correlations are performed over the entire length of the available data – 1958 to 1999 for the raw data. Two years were lost from the end of the decadal and interannual time series due to the use of the five-point moving average in their derivation. Table B1 (in Appendix B) shows all the correlation results as well as the $N_{\text{eff}}$ values used in the calculation of statistical significance.
Statistical significance was tested using Student t-tests, with $\alpha$ set to 0.05 in all instances.

Clearly evident in the results for the three-monthly averages, and to a lesser degree the monthly results, is a strong seasonal pattern with correlations peaking in March for the monthly data and February-March-April (FMA) in the three-monthly averages. Statistically significant correlations are evident for the raw and interannual variations of the FMA data ($r = 0.43; N_{eff} = 29$ and $r = 0.52; N_{eff} = 38$ respectively) and the interannual MAM data ($r = 0.40, N_{eff} = 37$). In the monthly data, statistically significant correlations are limited to the raw data for March ($r = 0.39, N_{eff} = 38$). Using $r^2$ values, it is evident that roughly 16% of the variability in the raw FMA and MAM data can be attributed to solar-modulated geomagnetic activity. Over 27% of the variability in the FMA interannual data of the SAM is associated with geomagnetic activity, as indicated by the $r^2$ value for the raw FMA correlation.

Figures 3.9 and 3.10 show the similarities between the raw and interannual variations of the AA index and the SAM for the FMA averages. Figure 3.10 shows that the relationship between the FMA interannual AA and SAM indices is weaker towards the beginning of the record, and this is supported by the cumulative sums shown in Figure 3.11. The cumulative sums show that the periods of strongest positive correlations generally occur after ~1971 and continue until the end of the record. The correlation coefficient between these indices for this period is 0.62. This value is statistically significant at the 95% confidence level ($N_{eff} = 26$), and using $r^2$ indicates that 38% of the recent (1971 onwards) interannual variations in the SAM can be attributed to solar activity. Graphs of interannual variations of the AA and the SAM indices for all other months and three-monthly averages are shown in Appendix B (Figures B1 and B2) and do not show any correlations of particular note beyond those already mentioned.

Charts of other cumulative sums for both the monthly and three-monthly interannual data are also provided in Appendix B (Figures B3 and B4). The graphs of cumulative sums show intervals of small deviations (i.e., positive correlation) for January, February, March, and April and a period of large deviations (i.e., negative correlations) for most other months and monthly averages around 1990. For most graphs, however,
the slope does not deviate much from the gradient of two, associated with zero correlations and indicated by a stippled line, for any extended intervals. This indicates that the relationship between geomagnetic activity and the Antarctic Oscillation is largely restricted to the time intervals and months described in the previous paragraphs.

Although the statistically significant results are limited to the original and interannual variations, it is important to note that the decadal variations are highly correlated for FMA ($r = 0.71; N_{\text{eff}} = 4$, Figure 3.12) and, to a lesser extent, other three-monthly averages. The smoothing process used in the derivation of the decadal values enhances the high degree of serial correlation already present in the data, due largely to the cyclic nature of solar and geomagnetic activity. This serial correlation severely limits the effective number of observations – for the decadal variations $N_{\text{eff}}$ ranges from three to six (see Table B1), requiring correlation values of 0.95 to 0.77 for statistical significance. The application of the null hypothesis significance test using $N_{\text{eff}}$ is supported by the results of the permutation tests, which also reveal that this correlation is not statistically significant at the 95% confidence level. Using one-thousand permutations of pseudo-random time series exhibiting similar behaviour (trend, spectral characteristics, serial correlation and $N_{\text{eff}}$) to the FMA AA index the $\rho$-value for this correlation is only 0.145. This is demonstrated in Figure 3.13, which shows the distribution and range of the random correlations as well as the ‘actual’ correlation coefficient. Despite the lack of statistical significance, the results of the decadal correlations may be practically significant because a large proportion of the decadal variability in the SAM index can possibly be attributed to solar activity. Another interesting feature of the decadal correlations in the seasonal data is the second peak in correlation coefficients for the SON value ($r = 0.59$). The two peaks (FMA, SON) may be related to the equinoctial peaks in geomagnetic index magnitude described in section 2.2.4 (compare Figure 3.8 to Figure 2.15).

There is little scope for examining temporal patterns in the decadal correlations because of the limited record length of the Antarctic Oscillation index (1958-1999, $N = 38$). However, Figures 3.14 and 3.15, which show the 11-point sliding correlations between the decadal monthly and three-monthly SAM and AA indices, highlight some
interesting periods. The results for the monthly and three-monthly sliding correlations are very similar and indicate that the positive autumnal correlations for the decadal variations, evident since the 1960s, do not extend to the present day. Figure 3.15, especially, shows that the positive correlations end in 1990 for the DJF through to the MAM seasonal averages. This is evident in Figure 3.12, which shows the FMA decadal variations in the SAM and AA indices from 1960 to 1997. Both exhibit maxima around 1975 and 1983, and minima around 1965, 1978, and 1985. However, after 1989 the two indices are negatively correlated. Limiting the correlation to the period of 1962 to 1989 increases the coefficient from 0.71 to 0.93. This latter correlation coefficient is significant at the 95% confidence despite the high degree of serial correlation \((N_{eff} = 4)\), and it suggests that over 80% of the long-term variations in the SAM might be associated with geomagnetic activity, but that this relationship is temporally inconsistent.

Overall, these results suggest that, during the late austral summer/early autumn, geomagnetic activity influences atmospheric circulation in the southern hemisphere. Although this relationship is statistically significant for the interannual variations and not for the decadal variations, the correlation for the raw data is statistically significant for the FMA monthly average. Using \(r^2\) it reveals that 18% of the variations in the SAM, from 1958 to 1999, can be attributed to solar-modulated geomagnetic activity. It must be conceded, however, that the relationship between geomagnetic activity and the Antarctic Oscillation is temporally and seasonally limited.

**Lagged Results**

Figure 3.16 shows the correlation coefficients for the lagged interannual data. The values shown on the x-axis correspond to the number of months lag between the geomagnetic AA index and the SAM index. For example, for the January plot a lag value of negative one indicates that the January Antarctic Oscillation index has been correlated to the December AA index of the previous year, negative two indicates November’s AA index has been used … and so on. The correlations are calculated over the same interval as the un-lagged data, 1960 onwards. The results hint at a delayed response between geomagnetic variations and southern hemisphere atmospheric
circulation that spans several months. Statistically significant correlations, at the 95% confidence level, occur at progressively larger lags from February onwards. These are marked on Figure 3.16 by solid circles. For instance, the interannual variations of the February Antarctic Oscillation are significantly correlated to the January AA index \( r = 0.34; N_{\text{eff}} = 37 \). The March Antarctic Oscillation index also correlated best to the January AA index \( r = 0.33; N_{\text{eff}} = 37 \). Statistically significant correlations are not evident for the April data at any of the observed lags, but the May data correlates significantly at lags of negative two and negative four. The correlation at negative four links the May Antarctic Oscillation to the January AA index \( r = 0.34; N_{\text{eff}} = 37 \).

Progressing one month forward to June, statistically significant correlations occur at lags of negative three and negative five. The lag at negative five \( r = 0.43; N_{\text{eff}} = 37 \) links the June SAM and January AA indices. Similarly, July exhibits significant correlations at lags of negative six and negative four. This pattern skips August and October, but is evident in July and September. SAM indices for the latter months correlate best and persistently to the January or February AA indices.

The results for the decadal data are shown in Figure 3.17. A similar pattern of high correlations occurring at lags that relate to January or February AA indices is evident. However, once serial correlation has been accounted for there are no statistically significant correlations for any of the lagged correlations in the decadal data.

### 3.4.2 The relationship between geomagnetic activity and the Arctic Oscillation

Table 3.1 indicates that correlations between geomagnetic activity and the NAM index are extremely low over the period 1899-1999. Therefore, sliding correlations were again performed for the monthly and three-monthly averages and are shown in Figures 3.18 and 3.19. From 1965 onwards there are consistently strong positive correlations for the boreal winter months (December, January, February, March) and three-monthly averages from NDJ to MAM. Once again, the correlations are stronger for the three-monthly averages than the monthly data. This is illustrated in Figures 3.20 and 3.21, which show correlation coefficients for the raw, decadal, and interannual AA and NAM
data. The correlation coefficient values and the accompanying $N_{eff}$ values are shown in Table B2 in Appendix B. Once again, all $t$-tests were performed with $\alpha$ set to 0.05.

In the monthly data, statistically significant correlations are evident for the raw ($r = 0.62; N_{eff} = 28$) and interannual ($r = 0.49; N_{eff} = 33$) January indices. Statistically significant correlations also occur in the raw indices for all seasonal averages from NDJ to FMA, as well as the interannual variations for NDJ, DJF and JFM. The correlations for JFM are consistently greater than those for any other seasonal average, and the indices involved are shown in Figures 3.22 (raw), 3.23 (interannual), and 3.24 (decadal). The correlation for the raw JFM data is 0.66 ($N_{eff} = 25$) and for the interannual data is 0.58 ($N_{eff} = 32$).

Table 3.1. Correlation coefficients between the NAM and geomagnetic activity (1899-1999). The correlations are for the entire length of the NAM index, and indicate that there is no statistical relationship between solar activity and atmospheric circulation for that period. This chapter examines the temporal nature of possible relationships, and reveals that there are specific, climatically important periods for which the geomagnetic AA index is related to atmospheric circulation.

<table>
<thead>
<tr>
<th></th>
<th>JAN</th>
<th>FEB</th>
<th>MAR</th>
<th>APR</th>
<th>MAY</th>
<th>JUN</th>
<th>JUL</th>
<th>AUG</th>
<th>SEP</th>
<th>OCT</th>
<th>NOV</th>
<th>DEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$(NAM,AA) 1899-1999</td>
<td>0.06</td>
<td>0.05</td>
<td>0.00</td>
<td>-0.04</td>
<td>0.04</td>
<td>0.14</td>
<td>0.15</td>
<td>0.06</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>0.08</td>
</tr>
</tbody>
</table>

The correlation coefficients shown in Figures 3.20 and 3.21 were calculated for the period highlighted by the sliding correlations of the decadal variations (that is, 1965 onwards). An examination of the temporal nature of the interannual variations (Figures B5 and B6, which show the cumulative sums, in Appendix B) reveals a similar pattern. Except for the graphs for January and the JFM monthly average, the slopes of the cumulative sums in all other graphs do not deviate much from the slope for uncorrelated data, indicated in the graphs by a stippled line. The JFM graph shows a period of positive correlations commencing shortly after 1960, that becomes stronger after 1970. The January graph reveals a period of positive correlations from 1960 onwards, supplemented by a limited interval of positive correlations between 1940 and 1950. This indicates that correlations for the interannual data exhibit a similar temporal and seasonal pattern as the decadal data. The lack of correlations for other months and monthly averages are evident in the graphs of the interannual variations of the AA and NAM indices, shown in Figure B7 to B10 (in Appendix B).
Although not statistically significant due to the effect of serial correlation on $N_{eff}$, the correlation coefficients for the decadal averages may have practical significance. This is particularly true for the January ($r = 0.82; N_{eff} = 4$) and the JFM ($r = 0.79; N_{eff} = 4$) data, which is highly correlated. When the statistical significance of these results was tested using the permutation tests described earlier both were found to be statistically significant ($\rho = 0.002$ and 0.005 respectively). The distribution of the random correlations, as well as the ‘actual’ correlation, is shown in Figure 3.25. It is therefore possible to assert that, for these months, over 60% ($r^2$) of the long-term, decadal variations in atmospheric circulation in the northern hemisphere can be attributed to geomagnetic activity.

The sliding correlations (Figures 3.18 and 3.19) also reveal a period of negative correlations in the AMJ and MJJ averages from ~1942 to 1985. However, correlations between original, decadal, and interannual indices for this period are not statistically significant and are quite low. The correlations for the interannual data are, in fact, positive, while the decadal correlations are negative. Figures 3.26 and 3.27 show the limited relationship between the interannual ($r = 0.25$) and decadal variations ($r = -0.60$) of the AA index and the MJJ average of the NAM index, especially when compared with the high correlations for the DJF AA-NAM indices. The decadal variations are quite similar, however, for some periods, especially around 1960 and in the 1980s, but the overall impression is that the correlations for this earlier period are coincidence.

Overall, the results suggest a statistically and practically significant solar influence on atmospheric circulation in the northern hemisphere. Like its southern counterpart, the relationship has a seasonal structure. In the northern-hemisphere data, high correlations are limited to boreal winter months and seasonal averages. The magnitude of the relationship is stronger in the northern hemisphere than in the southern hemisphere. The proportion of the variance in northern hemisphere atmospheric circulation explained by geomagnetic activity, based on $r^2$ for the raw JFM indices from 1965 onwards, is 44%.
Lagged Results

The lagged correlation coefficients for the interannual data, shown in Figure 3.28, do not show any consistent patterns suggesting either a fixed delay between geomagnetic variations and the NAM or a variable delay centred on a particular month. Once again, the same period as the previous section (1965 onwards) has been used in the lagged correlations. Although statistically significant correlations are scattered throughout the lagged results, the only noteworthy features are found in the February and March graphs. Both show increased and statistically significant correlations at negative one to negative three months lag. The correlations are especially high for the March data at one months lag ($r = 0.70; N_{eff} = 28; \alpha = 0.05$) – shown in Figure 3.29.

The results for the decadal data, shown in Figure 3.30, are generally insignificant (statistically) and do not suggest a lagged relationship between geomagnetic activity and the NAM.

Comparison to the North Atlantic Oscillation

The results for the North Atlantic Oscillation are very similar to those for the Arctic Oscillation. This is not surprising, given that the two oscillations relate to a similar (if not the same) phenomenon. When calculated over the same period as the NAM Index (1965 onwards), the correlations for the NAO index are generally higher. The most prominent difference is the magnitude of the correlations for the decadal January ($r = 0.90; N_{eff} = 5$) and JFM ($r = 0.90; N_{eff} = 4$) data, both of which are statistically significant at the 95% confidence level despite the effects of serial correlation. Correlation coefficients for other months and monthly averages are shown in Table B3 in Appendix B.

Correlations between the three-monthly averages of the AA index and the raw, decadal, and interannual variations of the two nodes of the NAO index are shown in Figures 3.31 and 3.32. The figures, based on data from 1965 onwards, show strong correlations for both the Ponta Delgada and Iceland sea level pressure records in the winter months, especially JFM. The raw variations for the both Ponta Delgada and Iceland records, for
the JFM averages, are both significantly correlated to geomagnetic activity ($r = -0.68; N_{eff} = 32$ and $r = 0.62; N_{eff} = 30$, respectively). The $N_{eff}$ values associated with these, and other, correlations are shown in Table B4 (Appendix B). The correlations provide evidence that geomagnetic activity can have an impact on climate at the earth’s surface.

### 3.4.3 Spatial Patterns

The spatial pattern of the relationship between geomagnetic activity and the SAM and NAM can be shown by calculating the differences in sea-level pressure between years of high and low geomagnetic activity, as described in the methods section. The sea level pressure data are from the NCEP/NCAR reanalysis dataset (Kalnay et al., 1996) and were obtained from the NOAA CDC web page 42. Differences for the month of January are shown in Figure 3.33a, and differences for March are shown in 3.33b. Figure 3.33c shows the differences in sea level pressure, for the month of January, between two sets of five randomly chosen years. This reveals the magnitude of stochastic sea level pressure differences that occur independently of geomagnetic activity variations. This latter panel (3.33c) indicates that the changes shown in Figures 3.33a and 3.33b are larger than what can be expected by chance alone.

In Figure 3.33a, the mean January sea level pressure values for five years of low decadal AA index values (1964, 1965, 1966, 1967, 1968) were subtracted from five years of high decadal AA index values (1973, 1974, 1990, 1991, 1992). January was chosen because it corresponds to the time when the AA-NAM relationship is strongest. The average AA value ranged from 16.7 nT to 25.6 nT between the years of low and high geomagnetic activity. The largest differences occur in the North Atlantic. On a decadal timescale, sea level pressure around the Icelandic low varies by as much as 16 hPa. Further south, around the Azores high, sea level pressure can vary up to 9 hPa between extremes of geomagnetic activity. The higher difference around Iceland explains why correlations are higher between geomagnetic activity and the NAO index.

42 NOAA-CIRES Climate Diagnostics Center, http://www.cdc.noaa.gov/cdc/reanalysis
(which uses station based data) than they are with the EOF based NAM-index that does not capture such disparate variations as well.

Figure 3.33a not only quantifies the changes associated with the geomagnetic forcing of atmospheric circulation, but also reveals that significant changes are restricted to the North Atlantic. No significant changes (that is, of a magnitude that exceeds those found for the random data in Figure 3.33c) are evident over the Pacific or the tropical/equatorial regions. The changes in sea level pressure associated with extreme of geomagnetic activity match those of the North Atlantic Oscillation, as expected from the results of the previous section. This indicates that the influence of geomagnetic activity on atmospheric circulation (and surface pressure) in the northern hemisphere is accomplished basically through processes that affect only the Arctic and North Atlantic Oscillations.

Figure 3.33b shows the sea level pressure differences for the month of March. March was chosen to show the spatial pattern associated with the AA-SAM relationship in the southern hemisphere. In this case, the years of low decadal AA index values were the same as the January years (1964-1968), but years of high AA values ranged from 1989 to 1993. The AA values averaged 18.5 nT and 35.2 nT for the ‘low’ and ‘high’ years respectively. Although the magnitude of the AA index differences is greater for the March averages than the January averages, the sea level pressure signature is much smaller. The largest changes are restricted mainly to the southern high latitudes, between 150°-210° longitude. Within this spatially limited region, changes in sea level pressure between high and low decadal AA averages range up to 15 hPa. The comparison of Figures 3.33a and 3.33b indicate that the magnitude of the largest sea level pressure changes between low and high values of geomagnetic activity is similar in both hemispheres, and averages roughly 16 hPa.

Figures 3.33a and 3.33b demonstrate that increased geomagnetic activity is associated with a decrease in sea level pressure in the high-latitude southern hemisphere and with the intensification of the Icelandic and Azores pressure systems in the northern hemisphere. It is important to note, however, that the sea level changes shown in Figure
3.33 do not represent the full extent of the climate change associated with either 
geomagnetic activity or the atmospheric oscillations described here.

3.5 ‘Sunspot’ forcing of atmospheric circulation

Bucha and Bucha have already demonstrated that NAO correlates to geomagnetic AA 
index but not the sunspot number. Similar results are expected in this section, which 
expands upon the study of Bucha and Bucha by examining the temporal and seasonal 
aspects of any possible sunspot-circulation relationship, and by incorporating the 
southern hemisphere. The seasonal and temporal correlations presented in this chapter 
are similarly diminished when the sunspot is used in place of the AA index, raising two 
possibilities:

1. Indices of geomagnetic activity, such as the AA index, are more appropriate 
solar activity proxies than the sunspot number, and that solar forcing of the 
lower atmosphere occurs directly through changes in solar irradiance.

2. Or, sunspot activity may be a useful proxy of solar irradiance changes only, 
while geomagnetic activity represents a broader range of solar activity and 
terrestrial variations, as outlined in chapter two. These include changes in the 
upper atmosphere associated with geomagnetic storms and the relationship 
between cosmic-ray flux and geomagnetic activity. It may be that one of these 
other solar-terrestrial links is a more appropriate solar-climate mechanism (see 
sections 2.2.2 and 2.2.3).

Figures 3.34 and 3.35 show monthly and three-monthly average correlations between 
the original, decadal, and interannual variations in the SAM index and sunspot number. 
The calculations are performed over the entire record length, in the same manner as the 
AA-SAM correlations described earlier in this chapter. Correlation coefficients for all 
months and three-monthly averages and the effective number of observations in each 
case are shown in Table B5 (Appendix B). The correlations are consistently lower when 
the sunspot number is used. Only two statistical significance correlations are evident. 
These include the original variations for the month of June ($r = 0.32; N_{\text{eff}} = 40$) and the
interannual variations of the JFM average \((r = 0.33; N_{\text{eff}} = 35)\). Similar results are evident when the sunspot number is correlated to the NAM index – Figure 3.36 and 3.37, and Table B6 in Appendix B. The correlations are consistently very low relative to the AA-NAM results. Significant correlations are limited to interannual variations for February \((r = 0.36; N_{\text{eff}} = 32)\) and the JFM average \((r = 0.36; N_{\text{eff}} = 30)\). For the JFM average the corresponding AA-NAM correlation is substantially higher \((r = 0.58)\).

For the purpose of comparison, the correlations described above were performed for the same periods as the corresponding AA correlations. It is possible, however, that any relationship between the sunspot number and atmospheric circulation would have a different temporal pattern. This was investigated in the same manner as the AA correlations – using sliding correlations for the decadal variations. Figures 3.38 and 3.39 show the 11-point sliding correlations between the decadal monthly sunspot number and the SAM and NAM indices. No periods of particular note are evident for either atmospheric oscillation. Indeed, the sliding correlations for both are generally fragmented and inconsistent.

Correlations calculated using the AA index as a proxy for solar activity (Figures 3.7 and 3.19) are much greater than those that are calculated using the sunspot number (Figures 3.35 and 3.37). This demonstrates that a solar-climate relationship is evident only when geomagnetic activity is used as an indicator of solar activity. Accordingly, the practice of using the sunspot number (or the closely related 10.7 cm solar flux) as an indicator of solar activity may limit the magnitude of solar-climate relationships and lead researchers to dismiss solar forcing of climate in the lower atmosphere.

### 3.6 The role of the QBO

When describing links between the solar cycle and the lower atmosphere, much of the modern literature indicates that the quasi-biennial oscillation (QBO) plays an important role, modulating solar-climate relationships based on the direction of the QBO phase \((\text{Krzyścin, 1995; Soukharev, 1997; Labitzke and van Loon, 2000, Labitzke and van Loon (2000)})\). In particular, described the effect of the QBO on solar cycle forcing of the stratosphere. This effect has been described briefly in section 2.2.10 and is largely
restricted to the northern hemisphere. *Labitzke and van Loon (2000)* noted that correlations between stratospheric geopotential heights and temperatures in the Arctic were positive during the QBO west phase, negative during the QBO east phase, and non-existent when the data are not separated according to the QBO phase.

There is, therefore, strong support for the suggestion that the QBO phase is relevant to solar-climate relationships. It is not clear, however, if geomagnetic forcing of the lower atmosphere is also contingent on the phase of the QBO. The analyses so far in this chapter have yielded statistically significant, relatively robust results without any consideration to the QBO, demonstrating that it is not necessary to incorporate the QBO for a geomagnetic activity signature to be detected in atmospheric circulation. Nevertheless, the inclusion of the QBO may improve the results, especially since *Bochniček et al. (1996, 1999)* describe a different response in northern hemisphere tropospheric temperature and pressure to geomagnetic activity, depending on the phase of the QBO.

Accordingly, the correlations between interannual variations in geomagnetic activity and both the Antarctic and Arctic Oscillation indices were recalculated, this time with the data separated according to the phase of the QBO. The data for the QBO, which consist of equatorial 30 hPa zonal wind values, were provided by Barbara Naujokat and obtained from the *Joint Institute for the Study of the Atmosphere and Ocean (JISAO)* website[^43]. The derivation and history of the QBO zonal wind index are described by *Naujokat (1986)* and *Marquardt and Naujokat (1997)*. For both atmospheric indices, only values from 1965 onwards were used in the calculations. The results are shown in Figures 3.40a and 3.40b. The number of observations in each calculation in these figures is shown in Table 3.2.

[^43]: http://tao.atmos.washington.edu/data_sets/qbo/
Table 3.2. The correlation coefficients between the interannual variations of the SAM and NAM indices and geomagnetic activity, separated according to the phase of the QBO, from 1965 onwards. The table also shows the number of observations in each correlation and statistically significant correlations are in bold. These results are discussed in the text.

<table>
<thead>
<tr>
<th></th>
<th>JAN</th>
<th>FEB</th>
<th>MAR</th>
<th>APR</th>
<th>MAY</th>
<th>JUN</th>
<th>JUL</th>
<th>AUG</th>
<th>SEP</th>
<th>OCT</th>
<th>NOV</th>
<th>DEC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SAM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R(AA,SAM)$ QBO+</td>
<td>-0.34</td>
<td>-0.25</td>
<td>0.24</td>
<td>0.12</td>
<td>0.07</td>
<td>-0.63</td>
<td>0.21</td>
<td>0.39</td>
<td>0.31</td>
<td>0.14</td>
<td>0.12</td>
<td>-0.30</td>
</tr>
<tr>
<td><strong>Number of Observations</strong></td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>20</td>
<td>16</td>
<td>12</td>
<td>11</td>
<td>14</td>
<td>15</td>
<td>14</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>$R(AA,SAM)$ QBO-</td>
<td>0.28</td>
<td>0.14</td>
<td>0.35</td>
<td>0.28</td>
<td>0.10</td>
<td>-0.15</td>
<td>-0.33</td>
<td>-0.31</td>
<td>0.17</td>
<td>-0.27</td>
<td>-0.27</td>
<td>0.08</td>
</tr>
<tr>
<td><strong>Number of Observations</strong></td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>13</td>
<td>17</td>
<td>21</td>
<td>22</td>
<td>19</td>
<td>18</td>
<td>19</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td><strong>NAM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R(AA,NAM)$ QBO+</td>
<td>0.29</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
<td>0.33</td>
<td>0.35</td>
<td>0.26</td>
<td>-0.21</td>
<td>-0.14</td>
<td>0.04</td>
<td>0.53</td>
<td>0.28</td>
</tr>
<tr>
<td><strong>Number of Observations</strong></td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>20</td>
<td>16</td>
<td>12</td>
<td>11</td>
<td>14</td>
<td>15</td>
<td>14</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>$R(AA,NAM)$ QBO-</td>
<td>0.71</td>
<td>0.24</td>
<td>0.35</td>
<td>0.09</td>
<td>0.29</td>
<td>-0.03</td>
<td>0.02</td>
<td>-0.09</td>
<td>0.03</td>
<td>-0.39</td>
<td>-0.09</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>Number of Observations</strong></td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>13</td>
<td>17</td>
<td>21</td>
<td>22</td>
<td>19</td>
<td>18</td>
<td>19</td>
<td>18</td>
<td>19</td>
</tr>
</tbody>
</table>

For the SAM there is generally little improvement in the magnitude of the correlations, with the exception of June. During the QBO west phase (positive QBO values) the June geomagnetic AA index and the Antarctic Oscillation are well correlated ($r = -0.63, N = 12$). This correlation coefficient is much larger than the corresponding correlation for the QBO east phase ($r = -0.15, N = 21$), and larger than the correlation coefficient for both indices when the QBO phase in not considered ($r = -0.21, N = 33$) and it is statistically significant despite the limited number of observations. Other months show varying, minor correlations that have achieved a higher magnitude than the original correlations simply because $N$ has been reduced considerably. There is no improvement in the correlations for March under either phase of the QBO.

Conversely, the results for the NAM indicate that the QBO has a major role in geomagnetic forcing of northern hemisphere circulation. Geomagnetic activity forcing of the NAM during January shows a marked improvement when separated according to the phase of the QBO. During the QBO east phase the correlation coefficient between geomagnetic activity and the Arctic Oscillation index, from 1965 onwards, is 0.71 ($N = 15$). This value is statistically significant at the 95% confidence level. The corresponding QBO west phase correlation is only 0.29 ($N = 18$) and is not statistically significant at the 95% confidence level. Interannual variations of the geomagnetic AA index and the NAM index are shown separately for the QBO east (Figure 3.41a) and
west phase (Figure 3.41b). The original correlation coefficient for January is 0.49, which although statistically significant, is considerably less than the QBO east results. It must be considered, however, that the number of observations in the QBO east phase correlations has been reduced by 15 compared to the original correlations. Accordingly, some of the increase in magnitude will be due to the smaller $N$. January values of the surface pressure records for the NAO nodal stations were also separated according to the phase of the QBO and correlated to the AA index. The results are shown in Table 3.3, and indicate that a negative QBO index strengthens the correlations. Correlation coefficients for the Iceland record increase from -0.33 for the unseparated data to -0.53 for the QBO east phase data. Similarly, the correlation coefficient between the Ponta Delgada record and geomagnetic activity is increased from 0.26 to 0.66 when limited to the QBO east phase. In both cases, the number of observations involved in the restricted correlations is less than half of the original $N$, but it can be argued that the increase in correlation coefficients is not solely the result of the reduced number of observations because the QBO west calculations also feature few observations but yield lower results.

For the NAM data, there is also some improvement in the correlation results when the November calculations are performed for QBO west data only. The magnitude of the improved correlation ($r = 0.53; N = 15$) is statistically significant at the 95% confidence level. The reality of this correlation, as well as others, is examined in chapter five.

By separating the annual data into the phases of the QBO, it has become evident that the already significant January correlations between geomagnetic activity and the NAM are much improved. In fact, the results suggest that at the annual level the relationship is restricted to months in which the QBO is eastward. Using the raw January AA and NAM indices yields a very strong, statistically significant relationship for the QBO east phase ($r = 0.85, N = 16$), especially when compared to the QBO west results ($r = 0.38, N = 18$). This is also an improvement on the unseparated data ($r = 0.62, N = 35$). The improvement in AA-SAM correlations in June is unexpected, largely because the correlations using the raw, decadal, and interannual data without the QBO phase were unremarkable. Chapter five, which examines possible mechanisms for the relationships
described within this chapter, considers the implications of the QBO modulation of geomagnetic forcing and checks the validity of the findings in this chapter.

Table 3.3. Correlation coefficients between the January AA index and January surface pressure records for the NAO nodal points, separated according to the phase of the QBO, 1965 onwards. The correlations are higher under QBO east phase conditions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( r(\text{Jan AA, surface pressure}) ) QBO west</td>
<td>-0.13</td>
<td>-0.23</td>
</tr>
<tr>
<td>Number of observations</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>( r(\text{Jan AA, surface pressure}) ) QBO east</td>
<td>-0.53</td>
<td>0.66</td>
</tr>
<tr>
<td>Number of observations</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>( R(\text{Jan AA, surface pressure}) ) QBO both</td>
<td>-0.33</td>
<td>0.26</td>
</tr>
<tr>
<td>Number of observations</td>
<td>33</td>
<td>31</td>
</tr>
</tbody>
</table>

3.7 Discussion

The results presented within this chapter provide numerous insights into the influence that geomagnetic activity has on atmospheric circulation. These findings have expanded upon the research of Bucha and Bucha (1998) and described the temporal, seasonal, and spatial aspect of the link between geomagnetic activity and the Arctic (and North Atlantic) Oscillation. It has also provided what is perhaps the first examination of the importance of geomagnetic activity to the SAM, and revealed that a geomagnetic activity signature is also found in the southern hemisphere.

There is a strong temporal and seasonal signal in the relationship. Since the 1960s, geomagnetic activity can explain ~18% of the variability in the SAM from February through to April, and ~44% of variations in the January-to-March averages of the NAM. When restricted to QBO east Januaries, over 70% of the variability in the NAM can be attributed to the geomagnetic AA index. While the geomagnetic activity signature in the northern hemisphere, during January, is modulated by the QBO, the QBO does not feature strongly in the corresponding relationship in the southern hemisphere. This is an early indication that, while the stratosphere may play an important role in the northern
hemisphere relationship, it may not be relevant to geomagnetic forcing in the southern hemisphere.

The seasonality of the results conflicts with the generally held view that solar-climate relationships are strictly a winter phenomenon. This is especially evident when the southern hemisphere seasonality is considered – the greatest results occur during autumn. Analyses for the northern hemisphere performed with monthly data indicate that the geomagnetic forcing of the Arctic Oscillation is primarily a January phenomenon, and is not as strong during the later winter (i.e., February and March). The seasonality of the results suggests that analyses using only annual data will underestimate, or completely overlook, these relationships.

It is also significant that the relationships occur at interannual, as well as decadal, timescales. It is uncommon for solar-climate studies to consider annual timescales, largely because most indices of solar activity do not contain variability at that timescale. The implications of this are that the interannual relationships have greater potential for explaining or predicting climate change than decadal relationships alone. The fact that the relationships are evident at annual timescales also assists with the statistical significance of the results. Throughout this chapter it was found that serial correlation seriously limited the effective number of observations, and consequently the statistical significance of the results. Although the randomisation tests performed within this chapter suggest that the use of the effective number of observations may be overestimating the effects of serial correlation, it is always difficult to present decadal (or interdecadal) relationships as significant. The interannual results are not limited by serial correlation, and are therefore more reliable than the decadal results.

The findings of this chapter differ to those of Thejll et al. (*submitted* 2002), which examines geomagnetic forcing of the NAO. The fact that prominent solar and climate researchers are examining this concept is a testament to its importance for recent climate change, but there are significant differences between the findings of this study and that of Thejll et al. (*submitted* 2002). First, Thejll *et al.* use sliding correlations with 31-year intervals to examine temporal patterns. Such a coarse interval width has led them to misinterpret the temporal aspect of the relationship, and subsequently they
suggest that the relationship between geomagnetic activity (which they parameterise by the Ap index, not the AA index) and the NAO begins in 1973. This is a whole decade later than the onset found in this thesis, which uses a much narrower interval for sliding correlations.

Furthermore, they use seasonal, rather than monthly averages, and they therefore assume that the geomagnetic forcing of the NAO is a winter phenomenon. Monthly analyses in this chapter indicate that it is an early winter phenomenon, and more specifically, that the correlations only occur in January. They use cross-coherency analysis to report that the correlation “…is driven by variability on time-scales of 7-10 years.”. By analysing the relationship for decadal and interannual timescales separately, this chapter has indicated that the correlations occur both at the annual level and at the decadal level. The annual aspect of the correlation is one of the most important findings of this thesis, because it indicates that the relationship has practical significance. If the relationship only occurred at longer timescales, the total variance in the NAO attributable to geomagnetic activity would be low. They also do not incorporate the QBO into their analyses, which in this chapter was found to have a large bearing on the correlations. The QBO modulation of the relationship also has some bearing on potential mechanisms.

Despite all these differences, the overall result is the same in that now that a strong link has been established between solar-modulated geomagnetic activity and atmospheric circulation, it is important to focus on understanding how this link comes about (chapter five).

### 3.7.1 Implications

The results of this chapter can potentially explain many features of recent climate change. For instance, Tourre et al. (1999) described a quasi-decadal frequency in sea surface temperature and sea level pressure variability in the Atlantic Ocean with a frequency of around 11.4 years. They presented a figure showing that, in the past century, variations at this frequency only occur after 1960 (see their Figure 1b), and indicated that it represents an extension of the North Atlantic Oscillation. Cavalieri and
Häkkinen (2001) also note strong decadal variability in northern hemisphere sea level pressure planetary wave phase and a breakdown of the dominant wave pattern since the 1960s. Similarly, Venegas and Mysak (2000) note a change in sea ice concentrations and sea level pressures in the North Atlantic between 1950 and 1960. Decadal variations in both of these climatic parameters are evident from 1960 onwards, but are predominantly a winter phenomenon. Venegas and Mysak (2000) report that the decadal sea level patterns are “reminiscent” of the NAO and Arctic Oscillation teleconnection patterns. Through the analysis of northern hemisphere 500 hPa geopotential heights, Knox et al. (1988) raised the possibility of a climatic jump around 1962 which marks the abrupt beginning of a different climate regime. The coincidence of the decadal periodicity, the temporal pattern beginning in 1960s, and the association with the North Atlantic Oscillation, are very suggestive that geomagnetic activity is manifested in Atlantic climate through its correlation to the Arctic and North Atlantic Oscillations.

The results also have implications for the understanding of the Arctic and North Atlantic Oscillations, especially the positive trend evident in both indices since the 1960s. Wunsch (1999) observed similar periods of non-stationarity in a synthetic North Atlantic Oscillation time series, and suggested that the recent trend may simply be stochastic. Similarly, Slonosky et al. (2000) concluded that, when examining 200-year records of atmospheric circulation over Europe, the recent trend in the NAO index “does not appear unusual” (page 1875). However, the fact that the recent trend in the NAO index is not unprecedented (Slonosky and Yiou, 2001) does not warrant the conclusion that it is internally generated by the stochastic nature of the NAO, and not the result of external forcing.

Furthermore, Gillett et al. (2000) found that their general circulation model\textsuperscript{44} did not simulate the recent trend observed in the winter NAM index when forced with greenhouse gas, sulphate aerosol, and ozone depletion changes. Although this can be explained, in part, by the limitations of the general circulation model used in their study, their findings suggest that another factor may be behind the NAM/NAO trend. The

\textsuperscript{44}HadCM2
results of this chapter support the suggestion that solar-modulated geomagnetic activity is part of the cause of the recent trend in the atmospheric circulation indices. Figure 3.42 compares the magnitude of the correlations between the AA and NAM indices with the magnitude of the trend in the NAM index (from Thompson et al., 2000) for each month.

The figure shows that the magnitude of the trend in the NAM index, from 1968-1997, is proportional to the magnitude of the correlation between decadal variations of the AA and NAM indices for a similar time interval (1965-1997). The correlation coefficient between the monthly AA-NAM correlations and the monthly NAM trends is 0.71. The relationship is especially evident for months for which the NAM trend is significant at the 95% confidence level, January to March, which coincide with the three-monthly average (JFM) corresponding to the highest NAM-AA correlations. Moritz et al. (2002) note that despite recent advances in the understanding of the Arctic Oscillation, the source of the trend remains unclear. The results presented here are a testament to the practical significant of solar-climate relationships, since at least part of the trend can be ascribed to geomagnetic activity.

Incorporating the findings of Feldstein (2002) into this study further supports both the reality and the importance of this link. By comparing the trend and variance of the winter NAM for the 1899-1967 period to that of the 1967-1997 period, Feldstein (2002) concludes that the interannual variability for the earlier period is derived from climate noise (i.e., internal forcing), and the latter period is characterised by external forcing. Feldstein (2002) associates the external forcing with either hydrosphere/cryosphere coupling to the atmosphere or a source external to the climate system, such as changes in stratospheric aerosol or ozone concentration. It is evident that solar-modulated geomagnetic activity represents the external process that has forced part of the recent changes in the NAM and NAO.

### 3.7.2 Pittock’s guidelines

Have the analyses performed here complied with Pittock’s guidelines (outlined in section 2.2.13)? In all, Pittock outlined eight guidelines for solar-climate researchers, though there is often some overlap between them. In the first guideline, Pittock
emphasises the need to understand the properties of the data, and subsequently (guideline two), to choose appropriate methods for the analysis of the data. This was discussed in section 3.3, which explicitly listed the reasons for the different statistical approaches used in this chapter. Similarly, Pittock’s third guideline, which calls for the critical examination of statistical significance, is addressed in this study with the use of $N_{\text{eff}}$ in $t$-tests and also the use of randomisation tests.

The fourth guideline calls for the results to be tested in one or more independent data sets or subsets of the original data. This was achieved with the use of the NAO index, which complements the results based on the NAM. Similarly, the use of the southern hemisphere counterpart of the NAM, the SAM, fulfils this criterion because it validates the results for the northern hemisphere. Furthermore, a geomagnetic activity signature was also found in the surface pressure records for the two nodal points of the NAO, which can be considered as subsets of the original NAM data.

Pittock’s fifth guideline is an important one, and is one that is often neglected by solar climate researchers. It calls for a hypothesis regarding the physical mechanism linking solar variability to climate that can be tested. This guideline is not fulfilled in this chapter, but is addressed in chapter five.

Guideline six requires an estimate of the practical significance of the results – this is provided by $r^2$ values and has also been explored in a non-quantitative way in section 3.7.1. The $r^2$ values are high enough to address Pittock’s (1978) concern that the effects of solar variability on climate may not be large enough to have practical importance to climate research.

Guideline seven is very much a repetition of the first two, while the eighth guideline, which warns against the overstatement of the “statistical and practical significance of the results” (Pittock, 1978), is adhered to in this chapter, which has acknowledged the spatial, seasonal, and temporal limitations of the relationship.
3.8 Conclusions

This chapter has presented, for the first time, evidence that geomagnetic activity influences atmospheric circulation through its influence on the annular modes in both hemispheres. A statistically robust relationship is found that implicates geomagnetic activity in recent climate change, especially in the northern hemisphere. The relationship therefore has statistical and practical significance and supports the view that solar-climate studies are worth pursuing.

Based on the results so far it is possible to conclude that interannual variations in the winter NAO index are not climatic or meteorological noise, but are in part due to geomagnetic activity. This is especially evident during the east phase of the QBO. It is also possible, at least from the early 1960s onwards, to relate the recent trend in the NAM index, as well as the previously unexplained decadal variations, to the actions of solar-modulated geomagnetic activity. A similar temporal pattern is evident in the relationship between geomagnetic activity and southern hemisphere circulation, indicating that solar activity has a global impact on the lower atmosphere. The QBO does not feature strongly in the southern hemisphere relationship, and the seasonality of the results is different.

This chapter has also demonstrated that it is worthwhile examining existing solar climate relationships with extra scrutiny. In particular, examining the relationships at different timescales and considering the spatial, temporal, seasonal, and lagged aspects of the relationship can provide valuable insights into some of the unanswered questions within this field. The next chapter continues the investigation of the geomagnetic forcing of atmospheric circulation by examining daily timescales.
4 Geomagnetic activity and atmospheric circulation - Daily timescales

4.1 Introduction

The previous chapter has outlined an interesting and, to some extent unusual, relationship between annual and decadal variations in geomagnetic activity and indices of atmospheric circulation, such as the Antarctic and Arctic Oscillation. The aim of this chapter is to extend the analysis of the relationship to the daily timescale. Accordingly, this chapter uses the superposed epoch analysis technique to examine if geomagnetic and solar flare activity impact upon the Antarctic and Arctic oscillations.

Some researchers (for instance, Bochniček et al., 1999; Tinsley, 1986) have suggested that more work is required on solar-climate relationships at daily timescales. An understanding of the influence that geomagnetic (or solar flare) activity has on tropospheric circulation on a day-to-day basis is of great practical value. Not only would such an understanding have a practical application in weather forecasting, it would also help resolve some of the inconsistencies in the field of solar-weather studies. These inconsistencies have been outlined in chapter two and include the uncertainties surrounding the seasonality of the results and the lack of uniformity in the response time between atmospheric parameters to solar forcing (recall Table 2.5).

When coupled with the results from the previous chapter, however, an understanding of the day-to-day nature of solar-climate relationships has even greater potential because it can provide insights into possible mechanisms. To that end, the analyses performed in this chapter cover a time interval large enough to allow for possible mechanisms that involve stratosphere-to-troposphere propagation over a number of weeks.
4.2 Data and methods

Daily indices of the SAM and NAM were obtained from the *NOAA Climate Prediction Center* web page\(^{45}\). The daily SAM index begins on January 1\(^{st}\), 1979 and ends on the December 31\(^{st}\), 2001, and therefore contains 18,993 observations. The daily NAM index contains 8,401 observations; it begins on January 1\(^{st}\), 1950 and ends on December 2001. Two indices of solar activity were used in this chapter – a daily version of the geomagnetic AA index and a solar flare index. Both were obtained online from the *NOAA NGDC Solar Terrestrial Physics Division* web page\(^{46}\). Like its yearly counterpart, the daily AA index begins in 1868 and ends in 1998. The solar flare index data used in this study are calculated by T.Atac and A.Ozguc from Bagazici University Kandilli Observatory, Istanbul, Turkey, and begin on January 1\(^{st}\), 1976. Refer to chapter two for a description of both these indices.

The superposed epoch analysis technique was employed to determine if solar events, at the daily timescale, are manifested in indices of atmospheric circulation. Although the use of the superposed epoch analysis technique is ubiquitous in ‘sun-weather’ studies the manner in which it has been applied is often unclear. The basic assumption behind this technique (already described in section 2.2.6) is that by averaging numerous intervals of the same data around specific key dates, ‘noise’ in the data is averaged out and a response, consistent in time with regard to the key data, will remain.

In the data preparation stage, atmospheric indices were ‘detrended’ by subtracting the 91-point moving average from the original daily data. This was done so that any long-term trends in the data do not confound the superposed epoch analysis results, and so that the seasonal signal in the daily data does not skew the averages.

\(^{45}\) http://www.cpc.ncep.noaa.gov/products/precip/Cwlink/all_index.html
\(^{46}\) The geomagnetic data are from:
http://www.ngdc.noaa.gov/STP/SOLAR_DATA/RELATED_INDICES/AA_INDEX/
and the solar flare data are available at:
4.3 Statistical significance

The distribution of both detrended indices (the SAM and NAM indices) was examined using an Anderson-Darling test, which is a form of empirical distribution function statistical test (Stephens, 1974). In both instances, the data were found to be slightly non-normal. Histograms of both the daily annular modes are shown in Figures 4.1 and 4.2. The distribution of the data can have an important impact on significance tests. Haurwitz and Brier (1981) caution that if the response index is not approximately normal then parametric tests are not valid. Statistical (or practical) significance is sometimes overlooked by sun-weather researchers. In some of the studies listed in chapter two or within this chapter with the application of statistical significance tests is either missing or unclear, while others apply inappropriate tests based on incorrect assumptions. Table 4.1, for instance, shows that many researchers do not specify what statistical tests they have used or neglect to specify the confidence level of significance in their statistical tests. Another common problem is that researchers using superposed epoch analysis do not specify their null hypothesis, thereby making the purpose of their statistical tests unclear.

The statistical significance tests applied in this study have been selected based on two factors. The first is the non-normal distribution of the data, which might limit the accuracy parametric tests such as \( t \)-tests. The second is that this study is concerned with the consistency, as well as the magnitude, of the results. Two statistical tests were therefore applied to the results – sign tests and one-sample \( t \)-tests.

The sign test uses the chi-squared distribution to determine whether the distribution of the signs of the averages (that is, either positive or negative) differs from what can be expected due to chance. The formula for the calculation of the sign test is (Lauroesch et al., 1996):

\[
x = \sum \frac{(O - E)^2}{E}
\]
where $x$ is the test statistic to be compared to the $\chi^2$ distribution, $O$ is the observed number of signs, and $E$ is the expected number of signs. For each instance, the average values for each lag were subtracted from the sample median, and the sign (±) of the result was counted. In every case, $E$ was set to $N/2$ because if the results were purely random then an equal number of positive and negative deviations would be expected ($\rho = 1$). Because it calculates the total number of instances for which the response index is either above or below the median the application of the sign test also affords a chance to evaluate the consistency of any observed responses to geomagnetic forcing. This is important for the practical significance of the results as well as the statistical significance.

One-sample $t$-tests were also used, despite the non-normal distribution of the daily atmospheric circulation indices. Parametric tests are still applicable to non-Gaussian distributions when the sample sizes are large ($N$ is more than ~24) and the population distribution is not excessively non-normal (Motulsky, 1995). Both these conditions are generally met by the atmospheric data (recall Figures 4.1 and 4.2), so one-sample $t$-tests have been used to test the statistical significance of the averages in the superposed epoch analysis process. There are two main reasons for the use of the $t$-tests. Firstly, the use of $t$-tests is commensurate with literature for the cases that consider statistical significance. Secondly, the $t$-test uses the mean of the sample data, while the sign tests use the median. The mean is more important than the median for the superposed epoch analysis technique, which relies solely on the averaging of the data.

The statistical and practical significance of the results was also tested using randomisation. This was done in two ways. Firstly, the temporal extent of the superposed epoch analyses was extended beyond the typical interval of -5 to +10 days lag, which is standard in the literature, to -25 to +35 days lag. A possible solar influence can be expected anywhere from -5 days lag onwards. There is no plausible connection between solar activity and atmospheric circulation at negative lags beyond -5 days.

47 Recall from section 2.3.1 that many solar-weather researchers describe a ‘solar-flare effect’ that can precede the key date by as much as four days.
Therefore, the validity of the results and the success of the technique can be quickly evaluated by comparing the results from lags of negative five onward to those for the ‘nonsense’ period, -20 to -6 days lag. For example, results for the ‘nonsense’ period can be used to gauge the magnitude of random variations (that is, the influence of noise in the results) and it would be expected that any ‘real’ results should exceed this value. As mentioned earlier, extending the temporal aspect of the analysis to +35 days allows for solar-weather relationships that involves stratosphere-troposphere coupling.

The efficiency of the superposed epoch analyses technique was also evaluated by repeating each analysis with random key dates. A comparison of the random versus the ‘real’ results is presented in the following section.

4.4 Key dates – geomagnetic activity

The superposed epoch analyses key dates were derived for a variety of different geomagnetic conditions and for heightened solar flare activity. Not only were a number of AA values used to examine the influence of heightened geomagnetic activity on the atmospheric circulation of the lower atmosphere, but this study is unique in that it also tests for a possible influence under conditions of prolonged, low geomagnetic activity. Table 4.2 shows the three different geomagnetic conditions for which key dates were derived. An atmospheric response to undisturbed, or quiet, geomagnetic conditions was tested for by deriving key dates when the geomagnetic AA index was equal to or less than 10 nT for three or more consecutive days. Disturbed conditions, corresponding to magnetic storms, were examined by extracting key dates for when the AA index equalled or exceeded 60 nT. Finally, major geomagnetic storms occur when the geomagnetic activity index exceeds 90 nT, and this value was used to extract key dates for very disturbed conditions. When choosing key dates conditions were also placed on the AA values of previous days to prevent long-lasting geomagnetic storms – which can sometimes extend over a number of days – being incorporated more than once in each analysis. Table 4.2 also shows the number of key dates involved in each analysis.
Table 4.2. The number of key dates used in the superposed epoch analyses for different geomagnetic activity conditions for (a) the Antarctic Oscillation index and (b) the Arctic Oscillation index. Note the limited number of key dates for both the Antarctic and Arctic Oscillation indices when major geomagnetic storms (AA ≥ 90 nT) are used as key dates. The Antarctic Oscillation index spans 1979-1998, and the Arctic Oscillation index 1950-1998.

### a. Antarctic Oscillation (abbreviated as SAM)

<table>
<thead>
<tr>
<th>Geomagnetic Conditions (AA values)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t₀ t₁</td>
</tr>
<tr>
<td>≤10 ≤10 ≤10</td>
<td>226 52 44 65 68 87 62 52 36 44 54 59 55</td>
</tr>
<tr>
<td>≥60 ≤30 ≤30</td>
<td>88 18 21 23 23 20 19 20 24 27 27 23 19</td>
</tr>
<tr>
<td>≥90 ≤30 ≤30</td>
<td>16 4 5 3 2 2 2 4 4 8 6 5 3</td>
</tr>
</tbody>
</table>

### b. Arctic Oscillation (abbreviated as NAM)

<table>
<thead>
<tr>
<th>Geomagnetic Conditions (AA values)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t₀ t₁</td>
</tr>
<tr>
<td>≤10 ≤10 ≤10</td>
<td>763 169 155 195 206 227 193 174 159 170 214 222 205</td>
</tr>
<tr>
<td>≥60 ≤30 ≤30</td>
<td>235 60 58 59 59 54 49 56 64 64 60 59 63</td>
</tr>
<tr>
<td>≥90 ≤30 ≤30</td>
<td>46 12 13 12 8 10 11 16 15 16 10 8 7</td>
</tr>
</tbody>
</table>

As the table suggests, the seasonal nature of the possible relationship between solar activity and the lower atmosphere was examined by performing the superposed epoch analyses on three-monthly averaged subsets of the daily data. The sign tests and one-sample $t$-test that were performed on the results use the median and mean, respectively, of the entire three-monthly data subset on which the analyses were performed. So, for example, the averages resulting from the superposed epoch analyses of JFM averaged data are compared to the median of that entire data subset in the sign test and the mean in the one-sample $t$-test. The null hypothesis, therefore, in each of the tests is that the mean values derived using the superposed epoch analysis are no different to the mean (or the median) of the entire data set from which those values were extracted.

From Table 4.2, it can be seen that there is a trade-off between increasing the geomagnetic storm conditions and the number of key dates. For the SAM especially, which only extends from 1979 onwards in the daily data, there are so few major geomagnetic disturbance events that the analyses are meaningless. This is discussed in more detail later within this chapter.
4.5 Key dates – solar flares

Table 2.5, in chapter two, has indicated that many solar-weather researchers note an atmospheric response to solar activity a number of days before the key date. This is generally attributed to the solar flares that sometimes precede geomagnetic storms. In this chapter, however, the possible link between solar flares and atmospheric circulation is not taken for granted. Therefore, the daily atmospheric circulation indices are examined for a solar flare response, separate to the geomagnetic response.

The solar flare index used in this chapter is not provided with a quantitative measure by its providers. An arbitrary solar flare index value of 20+ was therefore chosen for the determination of key dates. This value incorporates the top 10% of solar flare index values. The number of keys dates derived when using this threshold, for both the entire annual data and the three-monthly averages, is shown in Table 4.3. The table shows that solar flare events are much more common than geomagnetic events. The $N$ values generally exceed 70 for the three-monthly subsets, and are above 300 for both the SAM and NAM annual data.

Table 4.3. The number of key dates used in the superposed epoch analyses for increased solar flare activity for the Antarctic and Arctic Oscillation indices.

<table>
<thead>
<tr>
<th>Index</th>
<th>ALL</th>
<th>JFM</th>
<th>FMA</th>
<th>MAM</th>
<th>AMJ</th>
<th>MJJ</th>
<th>JJA</th>
<th>JAS</th>
<th>ASO</th>
<th>SON</th>
<th>OND</th>
<th>NDJ</th>
<th>DJF</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAM</td>
<td>302</td>
<td>80</td>
<td>81</td>
<td>77</td>
<td>71</td>
<td>74</td>
<td>74</td>
<td>80</td>
<td>80</td>
<td>75</td>
<td>71</td>
<td>67</td>
<td>76</td>
</tr>
<tr>
<td>NAM</td>
<td>333</td>
<td>94</td>
<td>95</td>
<td>87</td>
<td>78</td>
<td>79</td>
<td>77</td>
<td>87</td>
<td>86</td>
<td>81</td>
<td>74</td>
<td>73</td>
<td>88</td>
</tr>
</tbody>
</table>

4.6 Results

4.6.1 Geomagnetic Activity

Figure 4.3 shows the results of the superposed epoch analysis using data for the entire year, for the three different geomagnetic conditions described previously. For these results, the threshold for statistical significance has been set at $\rho = 0.10$. Averages that
are statistically significant at this level, when tested using a one-sample $t$-test, are indicated in Figure 4.3 by solid circles. The outcome of the statistical significance tests is usually similar when evaluated using sign tests, and in both cases is misleading. An interpretation of Figure 4.3, and other figures presented in this section, will explain how the superposed epoch analysis results show no indication of a link between geomagnetic activity and atmospheric circulation at the daily timescale, and that the technique itself is inappropriate.

**All months**

The response of the annular modes to major geomagnetic activity is shown in Figures 4.3a and 4.3b respectively. In both cases, the results show no indication of a solar-weather relationship. In the results for the NAM index, which is based on a sample size of 46 (the index spans 1950 to 1998), statistically significant variations occur between -14 and -7 days lag. This is well before any of the possible solar precursors to geomagnetic activity that may influence climate, such as solar UV changes or solar flares. These variations are definitely not related to geomagnetic activity, and are purely random.

The limited span of the daily SAM index (1979 to 1998) encompasses only 16 key dates corresponding to major geomagnetic storms. Statistically significant variations only occur at +24 and +27 days lag, and large, statistically insignificant variations close to the key date do not exceed obviously random variations at +30 to +35 days lag in magnitude. The overall impression is that the results are completely due to noise.

The results for magnetic storm conditions (AA $\geq 60$) are also indifferent, as Figures 4.3c and 4.3d show. The increased number of key dates (235 for the SAM, 88 for the NAM) has reduced the influence of noise on the results. Statistically significant variations occur at lags of +13, +14 and +19 days in the NAM data. The magnitude of the variations does not exceed that of the random variations found at extreme lags. Similarly, there are no large variations in the results for the SAM that can be associated with geomagnetic data.
Figures 4.3e and 4.3f show the response of the atmospheric circulation indices to prolonged periods of low geomagnetic activity. The large number of key dates used in each analysis has greatly reduced the impact of random variations on the results (which is the entire purpose of superposed epoch analyses) – note the generally subdued nature of the averages shown in these figures. Although there are some averages that are statistically significant, overall the variations in both these oscillation are limited in magnitude. Once again, there is no indication that atmospheric circulation responds to geomagnetic variations at the daily timescale.

**Seasonal**

The results presented so far have been based on all the available data. Chapter three has shown that, at decadal and interannual timescales, the relationship between geomagnetic activity and atmospheric circulation has a strong seasonal and temporal signal. It is reasonable to assume that a similar pattern may be evident at the daily timescale.

Figure 4.4 shows the response of the SAM to major geomagnetic disturbances (AA ≥ 90 nT) for the three-monthly subsets of the data. Note firstly that the number of averages used in each analysis (shown in the bottom right corner of each graph) is extremely low. Accordingly, the results are dominated by noise and cannot be used to either confirm or deny a relationship. The SAM response to geomagnetic disturbances (AA ≥ 60 nT), shown in Figure 4.5, is much more subdued. Note also that the scale of the y-axis differs between Figures 4.4 and 4.5. Once again, however, large deviations occur at a variety of lags, some of which extend well beyond the range of a possible solar influence. This indicates that the superposed epoch analysis technique has failed to overcome the noise in the data and furthermore that it is unlikely that geomagnetic activity influences the SAM at daily timescales.

One notable exception is the trough in the averages for the JFM data, which extends from -1 to +6 days lag. The variations at +1 and +2 days lag are statistically different to the overall JFM mean ($\rho = 0.085$ and 0.096 respectively). This result suggests that atmospheric circulation in the southern hemisphere responds immediately to geomagnetic disturbances, and that this response can span a number of days. Given the
failings of the technique in general, however, it is not possible to view this result as anything but suggestive. It is in no way proof of a relationship at this timescale.

The response of the SAM to prolonged periods of low geomagnetic activity is shown in Figure 4.6. Statistically significant results are abundant, but again many of them occur at lags that are outside of the interval corresponding to a possible solar influence. This indicates that despite a moderate number of key dates ($N$ ranges from 36 to 87) the technique has failed to overcome the noise in the data.

The results for the NAM (Figures 4.7, 4.8, and 4.9) are similarly limited by small $N$ values and statistically significant variations occurring at improbable lags. Overall, there is no indication that atmospheric circulation responds to geomagnetic activity at the daily timescale. Further evidence that there is no relationship at this timescale is the fact that there are no similarities between the results for NAM and SAM indices at any lag.

Restricting the analyses to the most favourable conditions for the NAM does not yield significant results either. The most favourable conditions are those determined from chapter three for the annual data – a temporal restriction of 1965 onwards, a seasonal restriction of JFM for the three-monthly averages, and the QBO east phase. The results, which were calculated for key dates with $AA \geq 60$ nT, are shown in Figure 4.10 and once again do not support a link between geomagnetic activity and atmospheric circulation. It must be noted, however, that the number of observations in each average is only eight, so the results are severely limited by noise.

### 4.6.2 Solar Flares

The superposed epoch analyses performed using solar flare key dates show the same limitations as the results for geomagnetic activity. Despite a larger $N$, the process has not overcome the noise in the atmospheric circulation indices and there are large significant and insignificant variations for the both NAM and SAM at a variety of lags. The results for all the available data are shown in Figures 4.11a and 4.11b, while the results for the three-monthly subsets are shown in Figures 4.12 and 4.13. Once again,
there is no indication of a link between solar flare activity and changes in atmospheric circulation.

The conclusion that the results shown in Figures 4.3 to 4.13 are solely due to noise is supported by the comparison of the those results to results derived using random key dates. For each annual dataset or seasonal subset a second analysis was performed using randomly selected key dates (not shown). In each case, the number of random key dates is the same as the number of actual key dates. Figure 4.14 gives an example of the random results and shows that the ‘real’ results do not differ, in magnitude, to those that are purely noise.

### 4.7 Comparison to the literature

Although these results do not confirm a link between solar variability and atmospheric circulation at the daily timescale they have provided some important insights into the superposed epoch analyses technique and raised some pressing questions:

1. Can anything be deduced about the relationship based on these results?

2. It is evident that the superposed epoch analyses technique struggles to overcome the noise inherent in atmospheric data and that the statistical significance tests, when applied to the noisy data, can be misleading. Two questions are of interest – how many key dates are required for this process to work despite the noise in the data and what is the statistical power ($\beta$) of the $t$-tests?

3. Given the failings of the superposed epoch analyses technique, is there a way to improve its application or are there alternative techniques for dealing with daily data?

4. Finally, why has this technique performed so well for so many other researchers, yet in this instance has failed to confirm a relationship that is evident at annual timescales? This question is particularly important, because nearly all solar-weather studies use this technique.
These questions are addressed here in turn.

4.7.1 Can anything be deduced about daily links?

Solar-climate researchers rarely extend their analyses of annual relationships to incorporate daily relationships, and vice versa. This is despite the fact that an understanding of how solar-climate relationships operate on various timescales would not only provide valuable insights into the processes involved, but the results at both timescales can serve to validate each other. It is not unreasonable to assume, as Schuurmans (1991) did, that a long-term solar-climate relationship is an accumulation of individual solar-weather events. In fact, the relationship outlined in chapter three between geomagnetic activity and atmospheric circulation provided the a priori reasoning for the superposed epoch analyses performed here.

Surprisingly, the results of this chapter have not provided any elucidation about the relationship described in chapter three, and the only possible deduction is that geomagnetic activity does not impact upon atmospheric circulation, represented by the annular modes or the Antarctic and Arctic Oscillation indices, at the daily timescale. Schlegel et al. (2001) encountered a similar situation; the possible link between solar activity and lightning frequency, evident at the annual level, could not be detected at the daily timescale using superposed epoch analysis. They suggested that the relationship “…needs some temporal integration…” (page 1709) before it can be detected. Similarly, the influence of geomagnetic on atmospheric circulation may not be detectable at the daily level due to the influence of meteorological noise. Engfer and Tinsley (1999) also find that the amount of noise in atmospheric electricity data hindered the successful application of the superposed epoch analysis technique.

The failure of the superposed epoch analyses does not, however, compromise the results of chapter three. There are many reasons why a relationship evident at the annual and decadal levels might not be reproducible in daily data. The magnitude of the atmospheric response to a single solar event may be subtle and too small to overcome atmospheric noise, but when averaged over a month or year the difference may become noticeable. Alternatively, the impact of daily events may be cumulative, so that a single
event does not result in a large, noticeable change, but when added to subsequent events the result is a detectable change in the atmospheric state. Such a phenomenon could be achieved, for example, by the modification of planetary wave propagation patterns. This assumption is supported by the e-folding timescales of both the NAO and the SAM. Feldstein (2000) reports an e-folding timescale of 9.5 days for the NAO index, while the e-folding timescale of the SAM is approximately 10 days (Hartmann and Lo, 1998).

The vague and inconsequential results could also be a due to the failing of the superposed epoch analysis technique. There is a paucity of technique available for the study of daily solar-weather relationships. Atmospheric data are generally ‘noisy’, while solar data report discrete events rather than a continuous phenomenon. This rules out the use of correlation techniques. Although these analyses have failed to detect a daily relationship, the following sections discuss some of the aspects of these results.

4.7.2 How many key dates are required?

Kirkland et al. (1996) report that at least 30 events are required to achieve an acceptable signal-to-noise ratio in the superposed epoch analysis of vorticity data. That number of events has been exceeded in many of the analyses in this chapter, yet no geomagnetic activity signal was detected. Table 4.1 listed details of a number of solar-weather studies that employ superposed epoch analysis. In those studies, \( N \) varies from as little as five to as much as 250. The authors of many of these studies claim to have found solar-weather relationships and, in many instances, the number of observations is quite small. The failings in this chapter cannot therefore be attributed to a small sample size.

The small sample sizes, however, combined with the level of noise in the atmospheric data limit the power of the statistical tests performed in this chapter. The statistical power of a test is the probability of successfully rejecting the null hypothesis when it is false and depends on three factors: sample size, effect size, and significance level (\( \alpha \)) (Hallahan and Rosenthal, 1996). When determining power in association with the mean, as is the case with superposed epoch analyses results, the standard deviation of
the data is also important. Figure 4.15 shows the power of the statistical tests applied to the one-sample means used in the superposed epoch analysis procedure in this chapter. For the calculation of power, the standard deviation has been averaged across all lags from -25 to +35 days. Figure 4.15a shows that for the superposed epoch analysis for the SAM index using major geomagnetic storms as key dates, the small sample size limits the power of the one-sample t-test to less than 75% when the mean difference is ±0.5 or less. Figure 4.3b indicates, however, that the mean differences in the results for the SAM index do not exceed ±0.25 at any time. The power of the one-sample t-test in this instance is therefore only ~25%.

Conversely, mean differences in the NAM index for major geomagnetic storm conditions reach as high as -0.45, and with that magnitude the power of the associated statistical tests is close to 100% (Figure 4.15b). The SAM index mean differences for moderate geomagnetic activity generally do not exceed ±0.1 and therefore offer statistical power of no more than 25%. Mean differences in the NAM for moderate geomagnetic disturbances are of the same magnitude, but the large sample size allows statistical power of ~50%. Similarly, for both the SAM and NAM superposed epoch analyses under quiet geomagnetic conditions the large number of events allows moderate power; ~50% for the SAM and ~75% for the NAM.

It therefore seems that the number of events used in the majority of the analyses in this chapter are enough for the detection of a solar signal. The lack of such a signal in the data cannot be attributed to small sample sizes, though the inconsistent and misleading results of the statistical tests are, in part, a function of sample size.

4.7.3 Better techniques?

*Lam and Samson (1994)* propose that a method similar to principal component analysis serves as a better tool for superposed epoch analyses than simple averaging. Their

---

48 The power of statistical test can be estimated, based on the sample size, effect size, and significance level (*Hallahan and Rosenthal, 1996*) using published tables, or in this chapter, commercial software packages, which also incorporate the standard deviation.
method is described in Samson and Yeung (1986). Lam and Samson (1994) argue that extreme values may mask the common structure in the averages and demonstrate the benefits of the use of principal components instead of averaging when studying the time delay between solar events and geomagnetic storms. Indeed, an examination of their Figures 1 and 2 (Lam and Samson, 1994 page 110) clearly demonstrates that the principal-components derived results are much superior. So why has this technique not become the standard in solar-weather studies?

The main reason is that such an approach is not appropriate for exploratory analyses like those of this chapter. Some notion of the expected results is required because the principal component analyses cannot be applied to such a large lag interval as that used here. The problem is that the principal component analysis process will extract components from any data, even random data, and it is difficult to tell which variations are real. Lam and Samson (1994) suggest that ‘real’ results occur when there is a single principal component that stands out in terms of the percent of variance it can explain, but as the following paragraph indicates, this criterion was found to be inadequate.

The principal component superposed epoch analysis technique was performed for the SAM and NAM indices using key dates corresponding to geomagnetic storm conditions (AA ≥ 60 nT). The use of principal components, rather than averages, has not improved the results. A comparison of the principal component derived results for real and random variations (Figures C1 and C2 and Appendix C) shows that the real results are very similar to those derived using random key data. Furthermore, the leading principal components extracted for the random SAM and NAM data have relative large weightings, 23.6% and 37.3% respectively, when the interval under consideration is -5 to +10 days lag. This means that Lam and Samson’s suggestion that the significance of the results can be based on the weighting the leading component is not applicable to solar-weather studies.

Therefore, while the use of principal component analysis in the superposed epoch analysis process improves the results for a known relationship it suffers from the same problems as the simple averaging method for exploratory analyses. Namely, it can produce ‘real’ looking results from purely random data and the statistical significance of
the results is hard to determine objectively. When compared to random data, as in Figures C1 and C2, the principal components derived superposed epoch analysis technique becomes a useful tool for verifying the validity of results. The results have confirmed that there is no geomagnetic activity signal in daily variations of the annular modes.

Elsner and Kavlakov (2001) use a different method to compare hurricane intensity to geomagnetic variations. They simply averaged the 10 days of geomagnetic Kp index values that preceded each hurricane event, and then compared box-plots of these means for varying levels of hurricane intensity. Their results (shown in Figure 4.16) allowed them to conclude that maximum hurricane intensity is greater following above normal Kp index values.

This technique was applied here to the annual dataset of daily, detrended NAM index values. It was already evident, in the data preparation stage, that the technique of Elsner and Kavlakov (2001) is more suited to meteorological data with discrete events, like hurricanes, than it is to continuous phenomena like atmospheric circulations. Four intervals of the NAM index were chosen for comparison and are shown in Figure 4.17. Interval A includes values that are more than two standard deviations below the mean ($N = 141$). To avoid consecutive days being incorporated into the analyses the NAM index values for the previous day were restricted to amounts between two standard deviations below the mean and one standard deviation above it. Interval B corresponds to values that are between one and two standard deviations below the mean ($N = 543$) with the provision that NAM index values for the previous two days reside within one standard deviation of the mean. Intervals C ($N = 574$) and D ($N = 158$) mirror A and B, but use values that are above two and one standard deviations from the mean respectively.

The results show very little variation in the mean over the four intervals, and very little change in the distribution and number of extreme averages. Note that the extreme values (those that fall outside of the $90^{th}$ and $10^{th}$ percentiles) are shown as points outside of the box-plot. There is no relationship between the average AA index values over -10 to -1
days lag and the value of the NAM index. This confirms the results of the superposed epoch analyses presented earlier in this chapter.

The application of this technique is difficult when dealing with unitless indices like the SAM and NAM Oscillations. Furthermore, when dealing with uncertain or unknown physical processes it is difficult to know what interval to use when averaging the data. This makes the application of Elsner and Kavlakov’s (2001) method to the data used in this chapter hazardous. Despite these difficulties, however, the results of this method and the presentation of the results as box-plots gives a greater insight into possible relationships, or lack-thereof, than the simple averages of the superposed epoch analysis technique.

All of the methods employed so far confirm that atmospheric circulation does not respond to geomagnetic activity at daily timescales. The application of these techniques to this problem, however, has highlighted limitations within the techniques themselves, regardless of the nature of the relationship being examined. Noise, in particular, is a major limitation. An alternative method, which is not as restricted by noise, is spectral analysis of daily data. Davydova and Davydov (1996) compared the spectra of meteorological parameters from a single station (located at approximately 43.56°N and 19.30°E) to the solar wind speed and the geomagnetic Ap index. Using data from 1979 to 1982, Davydova and Davydov (1996) found variations that periods of 13.5 days and 27-28 days, associated with solar activity, are evident in both the geophysical and meteorological data. Spectral analysis therefore provides a tool that can possibly overcome the noise in meteorological and geophysical data and detect relationships. It is hindered, however, by its inability to define cause-and-effect relationships and, as Davydova and Davydov (1996) concede, has the problem of not being able to identify phase relationships.

To overcome the problem of phase relationships, co-spectral analysis was employed in this section. In co-spectral analysis, only periodicities mutual to both time series being examined are extracted, thereby overcoming the problem of phase relationships. A relationship between either the daily NAM index or the SAM index and geomagnetic activity was not detected (Figures C3 and C4 in Appendix C). It is interesting to note,
however, the presence of minor peaks in the co-spectra of the AA and NAM indices centred on periods of ~27 to 30 days and 15 days. These periods are similar to those found by Davydova and Davydov (1996), but the amplitude of this signal is extremely small. Consequently, this relationship should be considered as coincidence, though it illustrates the potential of the spectral approach.

One of the obvious limitations of the spectral technique is that the data set cannot be broken up into subsets. So, for example, spectral or co-spectral analysis cannot be performed for only January, QBO east data because a relatively continuous, uninterrupted time series is required. Most importantly, it is only useful for the detection of relationships that have a relatively regular periodicity and cannot therefore replace superposed epoch analysis of solar events (which are temporally irregular), despite its shortcomings. Furthermore, the same caveats that O’Sullivan et al. (2002) express about the use of spectral analyses on palaeoclimate data apply to daily data. O’Sullivan et al. (2002) indicate that spectral analyses, when performed on the same dataset by different researchers, can yield ‘completely different’ results based on a number of factors including the length and possible non-stationarity of the dataset, any smoothing or filtering of the data, and the spectral analysis technique employed.

4.7.4 Why has it worked well for others?

Very few users of superposed epoch analyses concede that noise has compromised their results. Engfer and Tinsley (1999) are one exception; they examined the atmospheric electricity response to Forbush decrease events and geomagnetic activity, and found that their results are typically non-significant. They attributed this to the high level of noise in their data; typical diurnal variations in air-earth current density ranged from 30-40%, while the observed response to Forbush decrease events was only 4% (Engfer and Tinsley, 1999). It is interesting to note that they used a very wide lag interval in their analyses (from -20 to +40 days, see Table 4.1). Stening (1994) also used a wide interval (-20 to +20 days) and found that the majority of their results were not statistically significant.
It can be argued that the superposed epoch analysis technique has appeared to work well in many published studies because due attention has not been given to the statistical significance and the validity of the results, and because of the narrow intervals employed in the superposed epoch analyses. In much of the literature, researchers are putting undue emphasis on what are most likely random fluctuations. For example, Figure 4.18 shows the superposed epoch analyses results derived earlier for the JFM SAM response to major geomagnetic disturbances (AA ≥ 60 nT). In this case, however, the lag interval has been restricted to -5 to +10 days, which is typical of the intervals used in the literature. By restricting the interval in this manner these results, which previously did not support a solar-weather link, now appear to provide strong evidence to the contrary. It shows that the SAM index drops from normal values at roughly -2 days lag, down to statistically significant minima at zero and +1 days lag, and then returns to ‘normal’ values at +7 days lag.

By using such a narrow interval, it is not evident that deviations of this magnitude occur at many other lags and that statistically significant results can occur outside of this interval. It is highly likely, therefore, that the use of narrow intervals, small sample sizes, and questionable statistical tests, as outlined in Table 4.1, has mislead some researchers into accepting superposed epoch analysis results that are probably no more than just noise.

4.8 Conclusions

The superposed epoch analysis technique is limited in its ability to detect relationships within noisy data. These limitations include the unreliability of statistical significance tests, the power to the tests, and the inability of the technique to overcome random fluctuations in the data. This is also true for other techniques, such as a principal components based superposed epoch analysis, which also fail to overcome noise in the data. Through the scrutiny of these results and the results of other researchers it seems than many studies fail to fully acknowledge the limitations of this technique and put too much emphasis on random fluctuations.
It is not possible to recover a geomagnetic activity signature in daily indices of atmospheric circulation, despite the *a priori* expectation of such a signal based on the results of chapter three. It is likely that as well as being overwhelmed by noise the geomagnetic activity impact on the atmospheric circulation of the lower atmosphere occurs through an accumulation of subtle events that cannot be detected on an individual basis. Accordingly, this chapter has provided little insight into the temporal aspects of possible mechanisms, except that there is no clear evidence for strong mechanisms operating at lags less than 35 days.
5 Mechanisms

5.1 Introduction

The single most pressing problem in the field of solar-climate relationships is the lack of a proven mechanism linking solar variability to the climate of the lower atmosphere. In discussing the apparent relationship between solar-cycle length and surface temperatures, Lassen and Friis-Christiansen (1995) suggested that without a physical mechanism statistical methods alone are no longer enough to obtain new results. Their sentiments are also relevant to the entire field of solar-climate relationships. After 200 years of suggestive relationships, there is little advancement to be made by presenting statistical evidence of yet another relationship, without supporting it to some degree with a proven mechanism.

Chapter three has described a ‘cause and effect’ relationship between solar variability (the cause) and changes in atmospheric circulation (the effect). There is a large void between the two, however, where an appropriate solar-climate mechanism is required. The fact that there is, as yet, no proven physical mechanism that can explain solar-climate relationships is often mentioned by solar-climate critics (Dessler, 1975). This lack of a mechanism is a serious problem not only because it brings the validity of the entire field into question, but also because without a proper understanding of the physical processes involved it is difficult to model or predict solar-climate relationships.

There are a number of reasons why this aspect of solar-climate research is sometimes neglected and why researchers prefer to speculate about, rather than evaluate, possible mechanisms. Firstly, solar-terrestrial interactions are often complex and rely on many fields of study including astronomy, solar physics, aeronomy, and atmospheric science. It is therefore very difficult for a single researcher to be familiar with all of the concepts associated with the potential mechanisms. This sentiment is also found in Reid (1999), who states that the mastery of all the fields necessary for the study of solar-climate relationships is “…clearly impossible for a single individual” (page 13). Secondly, there
is a limited amount of data available to test these mechanisms. Solar data, though abundant, are generally only available for recent decades. Data on the earth’s upper atmosphere are very scarce and derived largely from models (see for instance, Fuller-Rowell et al., 1994 and Fuller-Rowell et al., 1997). Similarly, there is a lack of long records for a number of pertinent atmospheric parameters such as atmospheric electricity and ozone, and geophysical phenomena such as energetic electron precipitation. Furthermore, solar-climate relationships are often contentious and commonly face scepticism from parts of the climate community, so researchers may be unwilling to devote time on researching mechanisms for relationships that are still debatable. Finally, and perhaps most importantly, the development of appropriate mechanisms is hindered by the fact that most solar-climate relationships are poorly understood. While many solar-climate relationships are well described statistically, they are often not well defined in terms of spatial or temporal patterns.

This chapter therefore uses the results of chapter three, which examined various aspects of the relationship between geomagnetic activity and atmospheric circulation, to explore appropriate solar-climate mechanisms. It was hoped that the results of chapter four would also provide an insight into the relationship, but partly because of the shortcomings of the superposed epoch analysis technique and the limited magnitude of the relationship it was not possible to detect a relationship at daily timescales. The description of the appropriate mechanism involves three parts – first, the mechanism must consider (and explain) the temporal, spatial, seasonal, and timescale constraints from chapter three. Second, the terrestrial component of the mechanism must be described in terms of spatial patterns and atmospheric dynamics. Finally, the solar component of the mechanism must be described, which involves determining which geophysical process associated with geomagnetic activity is most relevant to terrestrial climate.

5.2 Mechanisms – an overview

Figure 5.1 is a schema of possible solar-climate mechanisms. In this study, the term ‘mechanism’ is used to refer to the physical processes that link solar activity to the
troposphere. Many of these mechanisms have been described in chapter two and those that prove relevant will be described in more detail as they are examined in this chapter.

Although many of the links described in Figure 5.1 are generally accepted, such as the influence of solar activity on atmospheric ionisation or the thermospheric changes associated with solar variability, many of the other steps are unproven. Systematically examining each possible link is beyond the scope of this project. To simplify this process this chapter begins at the bottom of the flowchart shown in Figure 5.1 and works upward, examining only steps that are directly pertinent to the relationship described thus far.

At this stage, therefore, there are only two certainties. The first is that solar variability influences atmospheric circulation, as represented by the Southern and Northern Annular Modes; this was demonstrated in chapter three. The second is that changes in those modes influence climate, as described in chapter three and throughout the literature. The first question that must be addressed relates to the source of the atmospheric circulation variations – are they derived from within the troposphere, due to radiative changes, or sourced from the stratosphere through planetary wave interaction and the propagation of zonal wind anomalies?

*Tinsley et al. (1989)* and *Tinsley and Deen (1991)*, for instance, have suggested that changes in tropospheric thermodynamics, resulting from the electrofreezing process described in chapter two, may result in changes to tropospheric circulation. According to *Tinsley (1996a)*, changes in cyclogenesis alter meridional circulation, influencing planetary wave amplitude. Conversely, the emerging view is that changes in stratospheric dynamics also influence tropospheric circulation. Numerous studies (*Balachandran et al., 1999; Perlwitz et al., 2000; Shindell et al., 1999a, b, 2001a, b*) have unequivocally demonstrated that a change in the meridional temperature gradient of the lower stratosphere will lead to changes in tropospheric circulation. For example, *Shindell et al. (2001a)* revealed, using general circulation models, that either natural or anthropogenically derived changes in stratospheric circulation alter wind shear, which in-turn influences the propagation of planetary waves out of the troposphere. This mechanism is supported by numerous studies that demonstrate the downward
propagation of the Arctic Oscillation and zonal wind anomalies from the stratosphere (or mesosphere) to the troposphere (Baldwin et al., 1994; Baldwin and Dunkerton, 1999, 2001; Christiansen, 2001, 2002; Hartley et al., 1998; Kodera et al., 2000; Kodera and Yamazaki, 1994; Kodera and Chiba, 1995).

It is therefore clear that, at least in the northern hemisphere, the stratosphere and troposphere are “...dynamically linked by wave-mean flow interaction” (Perlwitz et al., 2000; page 6916) during the cold season. This chapter will test whether this coupling is utilised by geomagnetic activity in the forcing of tropospheric circulation. It is interesting to note that some researchers have already suggested that such a mechanism may link solar activity induced changes in the stratosphere to the troposphere, though these suggestions have been made only for solar cycle changes and not specifically for geomagnetic activity variations. Haigh (1996) ran a general circulation model, in perpetual January mode, under solar minimum and maximum conditions and incorporated both solar irradiance and ozone changes into the model runs. The resulting link between solar activity, the stratosphere, and the troposphere differs somewhat from those described above. Haigh (1996) found that increased stratospheric temperature, in part due to changes in ozone, influenced the strong summer easterlies in the southern stratosphere, which subsequently penetrate into the upper troposphere and alter circulation. Despite its differences to other stratosphere-troposphere paradigms, the ‘Haigh’ mechanism represents one possible way in which geomagnetic activity may impact upon the troposphere.

Shindell et al. (2001b) modelled the solar irradiance changes associated with the Maunder minimum and found that although global average temperature changes were minimal, the model produced strong regional temperature changes. They attributed the large changes, observed during winter in response to a shift in the NAM and NAO indices, to the impact of solar irradiance variations on the tropopause latitudinal temperature gradient. The reduction of the tropopause latitudinal temperature gradient causes a decrease in zonal wind speed at ~40°N, decreasing the equator-ward deflection of planetary waves. Shindell et al. (2001b) also note that although this sequence of events was observed when ozone is removed from the model, the amplitude of the changes is greater when ozone is included. The results of Shindell et al. (2001b), and
their conclusion that “...relatively small solar forcing may play a significant role in century-scale NH winter climate change.” (page 2151), do not concur with the results of chapter three for decadal or interannual timescales. Chapter three demonstrated that solar-cycle changes, in the form of sunspot variations, are not correlated to the Arctic or North Atlantic Oscillations. It seems, therefore, that while long-term solar irradiance changes may have a large enough magnitude to influence atmospheric circulation, the relatively minor changes associated with the 11-year solar cycle do not impact significantly on tropospheric circulation.

It has not, however, been demonstrated how or if geomagnetic activity influences the stratosphere, or whether such a link would be relevant to the troposphere. The first analyses in this chapter, therefore, examine the spatial signature of geomagnetic activity on the zonal wind and temperature fields of the troposphere and lower stratosphere. Each subsequent analysis is a sequential step designed for the deduction of the most appropriate mechanism. The first consideration, however, is the constraints that the temporal, seasonal, and spatial results of chapter three place upon possible mechanisms.

5.2.1 Constraints from chapter three

The appropriate solar-climate mechanism must be able to explain the various aspect of the geomagnetic activity-atmospheric circulation relationship outlined in chapter three. These are discussed, in turn, in this section, starting with the most perplexing of the findings – the transient nature of the correlations.

a. Temporal pattern

Chapter three has revealed that strong correlations between geomagnetic activity and atmospheric circulation occur only after ~1960. Some similarity between indices of atmospheric circulation and geomagnetic activity is evident before this time, but for both decadal and interannual variations the highest correlations occur when the analyses are restricted to 1965 onwards. This is true for both the Arctic and Antarctic oscillations.
Even though it is not uncommon for climate researchers to find that correlations are transient, the temporal inconsistency of the correlations tests the credibility of the results. Hilmer and Jung (2000), for instance, found that the North Atlantic Oscillation correlated to winter Arctic sea-ice export through the Fram Strait only from 1978 onwards. No relationship is evident between 1958 and 1977. Similarly, Kodera et al. (1999) reported that the NAO index is correlated to the polar night jet index only after the early 1970s. Nevertheless, correlations that change sign or magnitude with time are sometimes thought to be false, and this is especially true in the already contentious field of solar-climate relationships (see Pittock, 1983). The transient nature of the correlations in chapter three therefore needs urgent explanation. Despite being a problem for the credibility of the relationship, the temporal pattern also acts as a useful criterion for evaluating possible mechanisms because the appropriate mechanism must exhibit a similar temporal pattern.

In this study the use of sliding correlations and cumulative sums and the separation of the data into decadal and interannual variations has allowed the temporal aspect of the correlation to be determined more reliably and objectively than Bucha and Bucha’s (1998) methods. Accordingly, a different temporal pattern to that of Bucha and Bucha is reported in chapter three, which found no evidence for a period of negative correlations. In their study, Bucha and Bucha (1998) note a reversal in the sign of the correlations in 1945, from negative to positive, and strong correlations from 1970 onwards.

Their explanation for the reversal of the correlation they observed between the winter NAO and annual AA index has been described in section 2.3.2. It is based on a non-linear response, to geomagnetic forcing, of the configuration of the atmospheric pressure systems (the Icelandic low and Azores high) that determine the state of the NAO. As such, their explanation is rather circular, since the cause can also be considered the effect. The question is, what causes the atmospheric centres-of-action to adopt the configuration that they do in response to geomagnetic activity? The fact that a similar temporal pattern is evident in the southern hemisphere for the Antarctic Oscillation further confounds their theory, which can only explain the temporal inconsistencies in the AA-NAM/NAO relationship for the North Atlantic. Furthermore, when placed in the context of the Arctic Oscillation, which is evident throughout the
whole of the northern hemisphere and at great heights such as in the stratosphere  
\cite{Baldwin1999}, their explanation for the reversal of the correlation is not feasible\textsuperscript{49}.

The answer to this problem must therefore lie elsewhere. At one stage of this study, it 
was considered that magnitude of AA index was important and that the relationship was only evident once solar activity passed some threshold (\textasciitilde 17 nT). A similar view is 
expressed in \textit{Thejll et al (submitted 2002)}. In this study, however, this explanation for the temporal pattern was discounted once it was noted that magnitude of the AA index is greater in 1940s and 1950s than it is during the 1960s, but that the decadal variations between the NAM and NAO indices are not in phase with the AA index during the 1940s and 1950s.

A much more plausible explanation is that the onset of geomagnetic forcing coincides with a change that is internal to the climate system; something that probably forms an integral part of the mechanism. Although this climatic change could take on a number of forms, it must involve a phenomenon that is intermittent. Possible examples include a pre-conditioning of the atmosphere, perhaps associated with anthropogenic changes manifested as a change in the stratospheric polar vortex or stratospheric ozone concentrations, or the introduction of an atmospheric component that is a crucial ingredient for the geomagnetic forcing of the lower atmosphere. One example that will be considered in this chapter is the possible role of stratospheric aerosols, which is an obvious candidate because it exhibits a similar temporal pattern as the correlations presented in chapter three.

Alternatively, the transient nature of the correlations in chapter three may be the result of ‘noise’. For example, puzzling and abrupt climate changes that occurred during the last ice age may have been brought on by stochastic resonance \cite{Rahmstorff2002}. Stochastic resonance is sometimes invoked to explain transient phenomena in physical sciences (see, for example, \textit{Benzi et al., 1982}) and is the concept that a weak

\textsuperscript{49} This is a good example of how differences in the NAO and NAM paradigms can be important.
signal can be amplified by noise (Gammaitoni et al., 1998). In fact, Ruzmaikin (1999) and Lawrence and Ruzmaikin (1998) have suggested that stochastic resonance may amplify the solar forcing of climate. They consider the possibility that El Niño events and changes in the Southern Oscillation amplify the 11-year solar cycle signal in global temperatures. While the findings of Ruzmaikin (1999) are not directly applicable to the results of chapter three, it is possible that a similar, non-linear forcing occurs in the relationship between geomagnetic activity and atmospheric circulation.

Stochastic resonance is not evaluated in this chapter, however, mainly because it is not all to different to the idea outlined previously, that the solar-climate relationship described in chapter three is modulated by some other climatic (or solar) parameter. McNamara and Wiesenfeld (1989) describe the three main components of stochastic resonance – a bistable system with inputs in the form of a ‘coherent signal’ and ‘random noise’, and “…an output which is some function of the inputs and the internal dynamics of the system” (page 4854). If applied to the results of chapter three, the bistable system is the earth’s atmosphere, the coherent signal is solar-terrestrial coupling in the form of geomagnetic activity, and the output is the change in atmospheric circulation. Whether the missing link is random noise that amplifies solar forcing or a deterministic aspect of the climate system, as in the stratospheric aerosol example mentioned here, the same problems remains – identifying this link with the limited data available.

b. Seasonal

Solar forcing of atmospheric circulation in both hemispheres shows a strong seasonal cycle. In the southern hemisphere, the relationship between the geomagnetic AA index and the SAM index peaks in late summer/early autumn (February to April). When examined on a monthly, rather than seasonal, level the relationship is strongest for the month of March. The relationship between atmospheric circulation and geomagnetic activity occurs earlier in the year for the northern hemisphere – January for the monthly data and winter/early spring for the three-monthly averages. The strongest link occurs during the January to March average.
The results clearly indicate that the geomagnetic forcing of the atmosphere is not strictly a winter phenomenon. As reported in chapter two, many studies of the daily relationship between geomagnetic or solar activity and the lower atmosphere report that geomagnetic activity/weather relationships are either strongest in or entirely limited to the boreal winter months. Burns et al. (1980) and Stening (1994) challenged the view that solar-climate links only occur in winter. They dealt with solar-weather effects in the southern hemisphere and found the strongest response to solar forcing in the austral summer (January and February). Although they deal with annual rather than daily relationships, the results of chapter three conclusively show that the geomagnetic influence of the lower atmosphere is not specifically a boreal winter phenomenon. The correlations between the NAM and AA indices are low for early boreal winter months and of limited magnitude for the DJF average, while high correlations for the SAM index are restricted to late summer/early autumn months.

The seasonality of the AA-NAM relationship is very suggestive of a solar-climate mechanism that involves planetary waves and the northern stratospheric polar vortex, as described previously. The relationship is restricted to January in the monthly data, a time when the northern polar vortex is strong. The JFM seasonal preference corresponds to what Thompson et al. (2000) term the “active season for stratospheric planetary wave-mean flow interaction…” (page 1018), when the stratosphere and troposphere are strongly coupled and the northern stratospheric polar vortex is strong (Thompson and Wallace, 2000). Many authors describe a link between the stratospheric polar vortex and atmospheric circulation in the north Atlantic (Perlwitz and Graf, 1995; Perlwitz et al., 2000). This suggests that the seasonality of the results is not random, and that geomagnetic activity influences atmospheric circulation in the northern hemisphere by forcing the stratospheric polar vortex.

This interpretation is confounded by the results of the AA-SAM correlations. The southern hemisphere month for strong planetary wave activity and stratosphere-troposphere coupling (that is, the ‘active season’) is November (Thompson et al., 2000). Although there is a conspicuous correlation between the decadal AA and SAM indices for November ($r = 0.65$), the correlations for this month and the corresponding seasonal average are statistically insignificant and of very limited magnitude once the smoothing
of the time series has been considered. Instead, the preference of the AA-SAM correlations for the FMA seasonal average corresponds to what Thompson and Wallace (2000) have highlighted as the ‘inactive season’ in the southern annular mode (February and March), and a time when the southern stratospheric polar vortex is weak.

An alternative explanation for the seasonality is that the effect of geomagnetic activity on atmospheric circulation is unrelated to the seasons and is, instead, a global effect centred on the early part of the year. The delay in the southern hemisphere response, which occurs around March, to the northern hemisphere response that first occurs in January, could be due to the thermal inertia of the southern hemisphere oceans. If this is the case, suitable mechanisms may involve the influence of geomagnetic activity on the global electric circuit, as suggested by Stening (1994), or the imbalance in solar irradiance due to orbital parameters, which is 6% greater in January than in June (Burns et al., 1980). At this stage, the seasonality supports the other mechanism that has already been described – that of a cloud cover/transparency change which influences the radiative balance in the troposphere. These considerations, and more, will be used to evaluate the mechanisms shown in Figure 5.1.

c. Spatial

The spatial pattern described in chapter three confirms that the influence of geomagnetic forcing, at the earth’s surface, is limited to the changes associated with the northern and southern annular modes. While this is enough to indicate that planetary waves are involved in the geomagnetic forcing of atmospheric circulation, it does not provide much scope for the deduction of possible mechanisms because the spatial aspect of the relationship has only been examined in two dimensions. Therefore, the bulk of the analyses performed within this chapter involve the examination of the geomagnetic activity signature in zonal-mean zonal wind and temperature data extending from the surface to heights of roughly 30 km, which allows the spatial pattern of the relationship to be examined at heights extending into the lower stratosphere.

Furthermore, the presence of a geomagnetic activity signature in the actual atmospheric data, and not just the atmospheric circulation indices, serves to confirm or deny the
relationship described in chapter three. That is, correlations between the AA index and the atmospheric circulation indices that have occurred due to chance should not be well represented in the zonal-mean zonal wind or temperature data used within this chapter. Conversely, if the relationships are real then there should be clear geomagnetic activity signatures in these data with the appropriate spatial patterns. The analyses of this chapter therefore validate the findings of chapter three, though this is not the primary purpose of the analyses presented here.

d. Lagged

The results of chapter three, specifically Figure 3.16, gave some indication that there is a delay in the atmospheric response to solar activity. This aspect of the relationship is examined further in the following sections by incorporating lag into the correlations. The lag one autocorrelation of the AA index, on a monthly timescale, is strong at times. This implies that the zonal-mean zonal wind field may exhibit a delayed response to the geomagnetic activity variations of the previous month. Alternatively, the correlation result for a particular month may be the result of the strong similarity between the geomagnetic AA indices of subsequent months. For example, the lag-one correlation results for the January zonal-mean zonal wind field may arise because the January AA index is correlated to the December AA index ($r = 0.71, N = 33$), and not because the December AA index has any influence on atmospheric circulation in January. Because the strength of the correlation between the lagged AA indices has the potential to greatly influence the lagged correlations performed in the following sections the magnitude of the correlation is shown here in Table 5.1. Correlations at lag may also occur if the original variations in atmospheric circulation persist for a number of months.
Table 5.1. Lagged correlations for the monthly AA index. The AA index for each month has been correlated to AA values for the previous three months, in turn. For January, the correlation coefficient of 0.71 is achieved by correlating the January AA index to the December AA index of the previous year, and so on for all the months. For some months, such as October, November, and December the similarity to the following month can be high. Moderate correlations are also evident at two and even three months lag, which can confound the interpretation of the lagged analyses.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>0.71</td>
<td>0.53</td>
<td>0.51</td>
</tr>
<tr>
<td>February</td>
<td>0.56</td>
<td>0.62</td>
<td>0.68</td>
</tr>
<tr>
<td>March</td>
<td>0.36</td>
<td>0.67</td>
<td>0.44</td>
</tr>
<tr>
<td>April</td>
<td>0.67</td>
<td>0.48</td>
<td>0.65</td>
</tr>
<tr>
<td>May</td>
<td>0.62</td>
<td>0.50</td>
<td>0.57</td>
</tr>
<tr>
<td>June</td>
<td>0.50</td>
<td>0.41</td>
<td>0.48</td>
</tr>
<tr>
<td>July</td>
<td>0.62</td>
<td>0.26</td>
<td>0.43</td>
</tr>
<tr>
<td>August</td>
<td>0.61</td>
<td>0.69</td>
<td>0.17</td>
</tr>
<tr>
<td>September</td>
<td>0.56</td>
<td>0.58</td>
<td>0.38</td>
</tr>
<tr>
<td>October</td>
<td>0.43</td>
<td>0.58</td>
<td>0.61</td>
</tr>
<tr>
<td>November</td>
<td>0.75</td>
<td>0.42</td>
<td>0.66</td>
</tr>
<tr>
<td>December</td>
<td>0.74</td>
<td>0.62</td>
<td>0.57</td>
</tr>
</tbody>
</table>

e. The QBO

The QBO influence on the geomagnetic forcing of the Arctic Oscillation has not been described in the literature. The QBO modulation described in chapter three is different to that found in solar-cycle/climate relationships because the correlations are strongest for QBO east phase conditions. Labitzke and van Loon (2000), conversely, found that correlations were strengthened most during QBO west phase conditions, and that the relationship between the solar cycle and northern polar temperatures changed sign according to the phase of the QBO. The geomagnetic forcing of the NAM contrasts with this pattern in that correlations for the QBO west phase do not change sign and are of limited magnitude. Current explanations for the QBO signal in solar-climate relationships, which are very limited, are not automatically applicable to the relationship described in chapter three.

The strong relationship between the geomagnetic AA index and the Arctic Oscillation, which is evident only during the QBO east phase in interannual data, also provides some insight into possible mechanisms. The QBO is a stratospheric phenomenon and
the reliance of geomagnetic activity-atmospheric circulation relationships in the northern hemisphere on the phase of the QBO, therefore, implicates stratospheric processes in the mechanism. Conversely, the absence of QBO modulation in the southern hemisphere relationship implies that the stratosphere may not play a direct part in the geomagnetic forcing of the Antarctic Oscillation.

To exploit the presence of the QBO in the AA-NAM relationship it is important to consider what the QBO represents in terms of stratospheric changes and how the QBO modulation of geomagnetic activity differs from QBO effects in other solar-climate relationships. Unfortunately, the role of the QBO in solar-climate relationships is not clear (Tinsley and Heelis, 1993) and it seems that a proper understanding of the processes coupling solar activity to the lower atmosphere is necessary before the influence of the QBO can be understood.

The atmospheric changes associated with the phase of the QBO, which may be relevant to the geomagnetic forcing of the NAM, are listed below:

1. During the early boreal winter (November and December), the amplitude of planetary wavenumber 1 is 50% greater at 60°N when the QBO winds are easterly compared to when the QBO winds are westerly (Holton and Tan, 1980).

2. The position of the critical surface (which is the point at which the zonal-mean zonal wind is zero) in the lower stratosphere is influenced by the phase of the equatorial QBO (Holton and Tan, 1980). The critical surface corresponds to the planetary wave breaking zone (Balachandran et al., 1999) and is situated further north during the east phase of the QBO (Holton and Tan, 1980). Consequently, planetary wave propagation is more poleward and extends higher during the QBO east phase (Baldwin and Dunkerton, 1998).

3. In January, differences in composites of northern hemisphere zonal mean zonal wind for QBO east and west phases reveal that the northern polar vortex is influenced by the QBO and exhibits a NAM like structure extending above 1 hPa (Baldwin and Dunkerton, 1998). This feature is lacking in the southern
hemisphere because the polar vortex is not disrupted by planetary wave activity (Baldwin and Dunkerton, 1998).

4. In the upper stratosphere (above 10 hPa), the QBO is positively correlated to winter (DJF) zonal-mean zonal wind at 60°N and 30°S (Baldwin and Dunkerton, 1991). Kodera (1991) also reports that the QBO is correlated to high-latitude (~60°N) mean geostrophic zonal wind in the upper stratosphere (centred on an altitude of ~40 km) during December. A similar correlation pattern, also limited to December, is noted by Baldwin and Dunkerton (1999) who indicate that the QBO may modulate the NAM, but that the QBO influence on the NAM is strongest in the stratosphere and limited to early winter.

There are, therefore, a number of possible ways in which the QBO can modulate the geomagnetic forcing of the NAM while not playing an important role in the forcing of the SAM, which will be considered in this chapter.

5.3 Methods

To examine the spatial pattern of the geomagnetic activity signature in atmospheric circulation further the geomagnetic AA index was correlated to monthly NCEP/NCAR reanalysis zonal wind data (Kalnay et al., 1996). The zonal wind data are available for 17 geopotential heights ranging from 1000 hPa to 10 hPa and 2.5° intervals of latitude and longitude. The data therefore cover both the northern and southern hemispheres, and extend from the surface to a height of roughly 30 km, which includes the lower half of the stratosphere. The geomagnetic AA index was also correlated to zonal-mean temperature data. The temperature data have the same characteristics as the zonal wind data, and are also from the NCEP/NCAR reanalysis data set.

---

50 The data were obtained from the NOAA-CIRES Climate Diagnostics Center web site, http://www.cdc.noaa.gov/cdc/reanalysis
The correlations were calculated using data from 1965 to 1997, so there are over 40,000 observations in each monthly subset of the data. The correlations were not extended beyond 1997 because of uncertainties regarding the accuracy of zonal wind data after that time. Therefore, \( N = 33 \) in all instances and a correlation coefficient of 0.35 is required for statistical significance at the 95% confidence level. The effective number of observations due to autocorrelation \( (N_{eff}) \) was not used in these analyses because of the large number of correlations involved (there are 1,241 correlations for each month), and because the aim of these analyses is not specifically to confirm the solar-climate relationship described in chapter three, but to examine its spatial pattern. Furthermore, because neither the geomagnetic nor the atmospheric data are smoothed in any way, the serial correlation in the data has not been enhanced.

The correlations were performed for each month separately. To accommodate any delays between geomagnetic activity and zonal wind the correlations were lagged by up to three months. The introduction of lag allows for the detection of mechanisms that involve downward propagation of zonal-wind anomalies, as outlined in earlier sections and chapters.

The magnitude of the zonal-mean zonal wind and temperature changes associated with extremes in geomagnetic activity was examined using the ‘composites technique’, employed in chapter three. In this case, the zonal-mean data for the ten years of the lowest geomagnetic AA values were averaged and compared with the ten years of highest AA index values. The average AA value for the low and high years, for each month, is shown in Table 5.2. In all cases, a paired \( t \)-test confirms that the geomagnetic index averages for the high and low years are statistically different at the 95% confidence level, indicating that the composites represent changes between extremes in geomagnetic conditions.

\[51\] Outlined in the ‘problem list’ at http://www.cdc.noaa.gov/cdc/reanalysis/problems.html
Table 5.2. Average geomagnetic AA index values for the 10 years of lowest AA values and the 10 years of highest AA values, taken from 1965 to 1997. The low and high averages are statistically different at the 95% confidence level. The years of low and high geomagnetic activity are used to form composites of zonal-mean wind, and later zonal-mean temperature, data to illustrate the magnitude of changes associated with extremes of geomagnetic activity.

<table>
<thead>
<tr>
<th>AA index averages</th>
<th>JAN</th>
<th>FEB</th>
<th>MAR</th>
<th>APR</th>
<th>MAY</th>
<th>JUN</th>
<th>JUL</th>
<th>AUG</th>
<th>SEP</th>
<th>OCT</th>
<th>NOV</th>
<th>DEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOW</td>
<td>16.1</td>
<td>17.8</td>
<td>17.4</td>
<td>16.2</td>
<td>15.2</td>
<td>14.7</td>
<td>14.5</td>
<td>16.5</td>
<td>19.0</td>
<td>18.3</td>
<td>16.7</td>
<td>15.1</td>
</tr>
<tr>
<td>HIGH</td>
<td>27.8</td>
<td>37.8</td>
<td>37.7</td>
<td>35.0</td>
<td>30.7</td>
<td>29.9</td>
<td>29.6</td>
<td>29.6</td>
<td>31.7</td>
<td>32.7</td>
<td>31.5</td>
<td>27.7</td>
</tr>
</tbody>
</table>

5.4 Results

5.4.1 Zonal Wind

Figure 5.2 depicts the correlation coefficients between the geomagnetic AA index and zonal-mean zonal wind for each month. The results for all months have been displayed so that features that are unique to geomagnetic/solar forcing can be distinguished amongst the patterns for months without geomagnetic forcing. Note that in each monthly plot, because the NCEP/NCAR data are regularly spaced and there are a large number of observations (1,241 for each month), the contours shown in Figure 5.2 are derived with a minimal amount of interpolation, and this is the case with all contour plots shown in this chapter.

The correlations for December, January, February, and March stand out from other months. In particular, January and March show areas of strong correlations that correspond to the relationship outlined in chapter three. For January, there is an area of statistically significant positive correlations between 40°N and 60°N that extends to a height of ~20 km. The positive correlations continue further up into the lower stratosphere and extend from 40°N to 90°N, but are reduced in magnitude and not statistically significant at the 95% confidence level. The maximum correlation \( r = 0.71 \) occurs at 55°N and at a geopotential height of 925 hPa. This area of positive correlations is flanked by statistically significant negative correlations. The negative correlations, which are strongest \( r = -0.57 \) at 32.5°N at a geopotential height of 925 hPa, occur between ~15°N and 35°N and at the north pole. The geomagnetic activity
signature in the January zonal-mean zonal wind field closely resembles that of the Arctic Oscillation, shown in Figure 5.3. One notable difference is the area of negative correlations, found in the northern high latitudes below 10 km, which is evident only in the geomagnetic activity signature and not with the Arctic Oscillation index.

Figure 3.33 from chapter three revealed that, through the comparison of sea-level pressure composites for years of high and low geomagnetic activity, the surface signature of geomagnetic activity coincides with that of the Arctic and North Atlantic Oscillations. In the northern hemisphere, no changes associated with geomagnetic activity were found outside of the realm of the northern annular mode. With the exception of the negative polar correlations outlined previously, the same occurs with the January zonal-mean zonal wind correlations. There is nothing to indicate that geomagnetic activity has an influence on January atmospheric circulation beyond what was described in chapter three.

The geomagnetic activity signature in the northern hemisphere zonal-mean zonal wind data for February and March is not strongly reminiscent of the corresponding NAM signature. Based on the correlations for chapter three, which were greater when three-monthly averages instead of monthly values were used, it was anticipated that the correlations evident for January would continue through the late winter into other months during which planetary wave activity is strong and the stratosphere-troposphere are coupled. This is not the case and the results highlight the benefit of increasing the resolution of climate studies beyond seasonal averages to the use of monthly data. It is enigmatic, however, that the magnitude of the correlations evident when January only data are used is not degraded with the inclusion of February and March data, even though the NAM and AA indices for each of these months individually are poorly correlated.

In terms of possible mechanisms, the results for January and December strongly suggest that geomagnetic activity variations influence tropospheric circulation in the northern hemisphere by first influencing stratospheric conditions. The results for December show a broad region of significant positive correlations, between 50°N and ~90°N, extending from the lower stratosphere (30 km) to the approximate position of the tropopause.
Statistically insignificant correlations then continue from the tropopause to the surface. Within the statistically significant region, the highest correlation coefficient ($r = 0.47$) is found at 10 hPa and 67.5°N. Christiansen (2002) revealed that zonal-mean zonal wind anomalies at a geopotential height of 10 hPa and a latitude of 60°N influence the phase of the Arctic Oscillation 30 days later. The correlations shown in Figure 5.2 for December encompass this area, and suggest that zonal-mean zonal wind variations resulting from geomagnetic activity can influence the January zonal wind field. The correlation between the geomagnetic AA index and the zonal-mean zonal wind at this particular point (60°N, 10 hPa) is 0.44.

The development of zonal-mean zonal wind changes in the December stratospheric polar vortex associated with changes in the AA index is demonstrated in Figure 5.4, which shows the difference between composites of high and low geomagnetic activity conditions for all months. Increases of up to 13.4 ms$^{-1}$ occur at the 10 hPa level of the December polar vortex and decrease in magnitude towards the troposphere. Figure D1, which shows the magnitude of the differences in the composites relative to the standard deviation, indicates that the increased geomagnetic activity strengthens zonal westerlies in the December northern high latitudes by values between 50% and 100% of the standard deviation at that location.

Composites of zonal-mean zonal wind differences for January and February also show large changes between years of high and low geomagnetic activity. These changes occur in the northern high latitudes, but for January the stratosphere-troposphere coupling allows the geomagnetic influence to extend further into the troposphere. Within the troposphere, the magnitude of the zonal-mean zonal wind differences is between 150% and 200% of the corresponding zonal-mean zonal wind standard deviation (Figure 5.4). The maximum increase (8.8 ms$^{-1}$) is still located in the lower stratosphere, however. Without the strong stratosphere-troposphere coupling of January, the differences in February are restricted to heights above 10 km. This indicates that the stratosphere-troposphere interaction in January, described in Thompson et al. (2000), is crucial to the geomagnetic forcing of atmospheric circulation in the northern hemisphere and explains the seasonality of the northern hemisphere results in chapter three.
The large differences (up to 15.3 ms\(^{-1}\)) in the 30 km equatorial stratosphere in February, which are shown in Figure 5.4 and amount to between 50% and 100% of the standard deviation, are not supported by corresponding correlations in Figure 5.2. Similarly, although the large negative changes in the August equatorial stratosphere (up to -14.8 ms\(^{-1}\)) amount to between 50% and 100% of one standard deviation of zonal wind, the relationship is not evident in the correlations shown in Figure 5.2. These changes therefore do not suggest a geomagnetic activity signature at equatorial latitudes, despite the results shown in Figure 5.4, and can instead be attributed to the bimodal distribution of the QBO, which peaks symmetrically about the mean (Naujokat, 1986).

To isolate the role of the QBO in the geomagnetic forcing of the NAM, all of the correlations presented in Figure 5.2 were repeated for each phase of the QBO separately. The results for the QBO east phase are shown in Figure 5.5, while the QBO west phase results are shown in Figure 5.6. The number of observations in each figure is reduced, therefore large correlation coefficients are abundant and the ‘real’ spatial signature of geomagnetic activity is difficult to determine. To accommodate the reduced \( N \) values, dashed lines are used to indicate the approximate threshold for statistical significance at the 95% confidence level; the thresholds have been set to the nearest 0.05-interval of correlation coefficients.

The large improvement in correlation coefficients for January is evident in Figure 5.5. Despite the large decrease in the number of observations (from 33 to 15), the area of statistically significant correlations is larger, extending further up into the stratosphere. This is especially evident for the negative correlations between 15° and 45°N. The greatest positive correlation \((r = 0.89)\) occurs at the surface at 57.5°N, and the greatest negative correlation \((r = 0.90)\) at a geopotential height of 700 hPa at 35°N. The fact that the relationship between the January AA index, Arctic Oscillation, and QBO, is evident in the spatial representation in Figure 5.5 confirms the reality of this phenomenon. The improvement in the AA-SAM correlations in June for the QBO west phase data was discounted in chapter three as coincidence. This is supported by Figure 5.6, which shows that this relationship is not evident in the zonal-mean zonal wind data. The improvement in the AA-NAM correlation in November for the QBO west phase data is also unsupported by the results shown in Figure 5.6. The spatial signature of the AA
index in the QBO west November zonal-mean zonal wind data does not resemble that of the NAM signature, indicating that the correlation between the AA index and the NAM presented in chapter three is unlikely to be real. This confirms the suggestion, in section 5.2.1, that an examination of the spatial signature of the correlations can serve to confirm or deny the reality of the findings in chapter three.

For the correlations during QBO east Januaries, a similar pattern to that of the geomagnetic activity signature in the northern hemisphere is evident in the southern hemisphere, though the magnitude of the correlations is less. That is, there is a broad area of positive correlations ranging from close to the southern pole to 45°S, then negative correlations extending to 15°S. In both cases, the correlations extend into the stratosphere. In fact, the geomagnetic activity signature, for January in which the QBO index is negative, is symmetrical about the equator. The magnitude of the correlations in the southern hemisphere, however, is not enough to be manifested as a correlation between the AA index and the Antarctic Oscillation. Nevertheless, the results suggest that the winter preference for solar-climate relationships is, instead, a global preference centred on January. Correlations using lag will be used later to examine if the southern hemisphere link between the AA index and the Antarctic Oscillation, which occurs only in March, originates earlier in January.

The results so far have demonstrated that while a geomagnetic activity signature is evident in both the northern hemisphere troposphere and stratosphere during January, during December the geomagnetic influence occurs mainly in the stratosphere. The QBO influence on the January results has been described – does the QBO also play a part in the December correlations? A comparison of the December geomagnetic activity signature for QBO east and west data does not provide a clear answer, but suggests that the QBO modulation is not as pronounced during December. For QBO east data, the December geomagnetic activity signature is similar to that in the unseparated data. Namely, the positive correlations in the high-latitudes are at a maximum at 30 hPa ($r = 0.52$ at 65°N) and decrease towards the surface. A vaguely similar pattern is evident for the QBO west data, though the greatest correlation in the band of positive correlations ($r = 0.54$) occurs at a geopotential height of 150 hPa and 52.5°N and the correlations do not strengthen with height. Moreover, the magnitude of the correlations in both cases is
limited and, because of the limited number of observations, it is difficult to establish if these are chance patterns or reflect the real manifestation of geomagnetic activity in zonal-mean zonal wind. Figure 5.7, therefore, shows differences between composites of the five years of highest AA values and the five years of lowest AA values, for QBO east years and QBO west years separately, and vice versa.

During December, for QBO east months (Figure 5.7a), there is a pronounced difference in zonal-mean zonal wind speed above heights of 20 km between roughly 60°N and 80°N, corresponding with a strengthening (or positive influence) on zonal wind of up to 17.5 ms⁻¹ at 30 hPa. It appears that these changes occur at heights well above the extent of the NCAR/NCEP reanalysis data. December changes associated with high and low geomagnetic activity, during the QBO west phase (Figure 5.7b), show a similar pattern at the northern high-latitudes, demonstrating that the QBO does not modulate (greatly) the relationship during December and at this level of the stratosphere. The magnitude of the zonal wind strengthening at high-latitudes is much less (< 10 ms⁻¹), however, and a stronger influence (17 ms⁻¹) is seen in equatorial zonal wind.

The reciprocal is also evident in differences between the QBO phases for high and low geomagnetic activity. Outside of the equatorial stratosphere, there is very little difference between the QBO phases during years of high geomagnetic activity (Figure 5.7c). There are some minor differences in the high latitude stratosphere for the low AA composites (Figure 5.7d). This could be due to the limited number of years (five) used in the composites, but may also be a manifestation of the correlations between the QBO and high-latitude, upper-stratospheric zonal wind reported in Baldwin and Dunkerton (1991, 1999) and Kodera (1991). If so, the figure reveals that this phenomenon only occurs in the absence of strong geomagnetic activity, which is a feature of the relationship that has not been described in the literature.

Whereas the magnitude of changes in the composites for the December data associated with the QBO are limited, the results for January clearly show that geomagnetic forcing and the QBO interact to produce different zonal-wind patterns under different circumstances. The January QBO east differences (Figure 5.7e) exhibit the familiar pattern, evident in the geomagnetic AA index signature in zonal-mean zonal wind,
which resembles the NAM and extends from the stratosphere to the troposphere. For the QBO west data, however, the largest differences occur at the equatorial stratosphere, indicating either that the geomagnetic influence occurs at the equator during the QBO west years (Figure 5.7f), rather than near the pole during the QBO east periods, or that it is a chance result attributable to the limited data set. Changes in zonal-mean zonal wind associated with geomagnetic activity during the QBO west years are negligible outside of the equatorial stratosphere. The QBO influence on high-latitude zonal wind during low geomagnetic activity is again evident in Figure 5.7h. An examination of the role of the QBO in the geomagnetic activity forcing of the NAM will be completed when temperature changes are discussed in a later section, and the hypothesis that, at least in the northern hemisphere, the geomagnetic-circulation relationship involves stratosphere-to-troposphere propagation will be further examined using lagged zonal-mean zonal wind correlations and zonal-mean temperature correlations.

Returning to the zonal wind correlations shown in Figure 5.2, the results for the southern hemisphere do not clearly indicate which mechanism can account for the terrestrial component of the geomagnetic forcing of the SAM. For March, Figure 5.2 reveals an area of statistically significant positive correlations, between 52.5°S and 67.5°S at the surface, which extend to a height of ~20 km. The highest correlation coefficient ($r = 0.54$) occurs at 60°S at a geopotential height of 400 hPa. Unlike the corresponding correlations in northern hemisphere January, which increase in areal extent (but decrease in magnitude) with height, the southern hemisphere March correlations are restricted to a narrow zone in the stratosphere. There is therefore limited evidence that the geomagnetic activity signature in the southern hemisphere tropospheric circulation requires interaction with the stratospheric polar vortex. That is, there are no large-scale correlations in the lower stratosphere between geomagnetic activity and zonal-wind in either February or March. This is supported by the fact that stratosphere-to-troposphere coupling in the southern hemisphere is restricted to November (Thompson et al., 2000), not March. The results of chapter three and Figure 5.2 do not show any statistically significant links between geomagnetic activity and atmospheric circulation for November.
Still in March, adjacent to the positive correlations are two areas of statistically significant negative correlations. Like its northern hemisphere counterpart, the geomagnetic activity signature in the southern hemisphere circulation resembles that of the corresponding annular mode, the Antarctic Oscillation (shown in Figure 5.8), except for the negative correlations at the southern polar region. The magnitude of the changes associated with geomagnetic activity are, however, much smaller. Figure 5.4, in which the composites are shown, displays changes of up to 4.1 ms\(^{-1}\) at 60°S and 300 hPa. The variability of the southern hemisphere circulation is also much smaller, so that the changes shown in the March composites in that region exceed one standard deviation (Figure D1).

It is interesting to note a similar correlation pattern in the southern hemisphere September correlations, except for the negative correlations at the southern polar region. That is, there is a region of statistically significant positive correlations around 60°S, with an adjacent area of statistically significant negative correlations south of 50°S. This spatial pattern does not translate into a significant correlation between the September Antarctic Oscillation and geomagnetic activity, but its similarity to the SAM signature in zonal-mean zonal wind is suggestive of a relationship during this month. Correlations between the AA index and the NAM and NAO are greater when the NAO is used. This can be attributed to the sometimes non-zonal configuration of atmospheric circulation in the northern hemisphere, so that the EOF-derived NAM index may not correlate well with zonal-mean data. If the SAM index is calculated using nodal points, in a similar manner to the NAO index, then the correlation coefficient between the geomagnetic AA index and the September SAM index, from 1965-1997, is 0.46 \( (N_{eff} = 17) \), which although high is not statistically significant at the 95% confidence level.\(^{52}\) For this calculation, the SAM index was derived, using the definition of Gong and Wang (1999), as the difference between normalised zonal-mean sea level pressure at 40°S and 65°S.

---

\(^{52}\) If a November SAM index is calculated in a similar manner, the resulting correlation coefficient is only 0.07. This confirms that there is no geomagnetic forcing of the SAM via the stratosphere in the same manner as the stratospheric forcing of the NAM and that the lack of a relationship for this month described in earlier chapters is not an artefact of the derivation method of the SAM.
except that zonal-mean zonal wind values were used instead of zonal-mean sea level pressure.

The resemblance of the correlations in September to those of March may provide some clue as to which mechanism operates in the southern hemisphere. The two months, March and September, stand out for two reasons. Firstly, Figure 2.15 shows that geomagnetic activity peaks in the equinoctial months, March and September. Figures 2.14 and 2.15 specifically show that geomagnetic activity is, on average, higher and geomagnetic storms are more common for the equinoctial months. This may explain why a geomagnetic activity signature in southern hemisphere zonal-mean zonal wind is only evident during these months. Figure 5.9 argues for an alternative explanation for this seasonal pattern. The figure shows the annual cycle of total column ozone, and reveals that ozone minima occur in the high-latitude southern hemisphere during March and September. At this stage, the timing of both these phenomena to the geomagnetic activity correlations in the southern hemisphere is suggestive, but does not help to determine potential mechanisms. A possible link between geomagnetic activity and ozone concentration is examined later within this chapter.

Lagged

The results from the previous section raise the possibility that the influence of geomagnetic activity on the stratospheric polar vortex in December impacts upon atmospheric circulation in January. When compared to the unlagged results, the results of the lagged correlations shown in Figure 5.10 indicate that January atmospheric circulation correlates best to January geomagnetic activity, and not December geomagnetic activity. This argues for the propagation of stratospheric circulation anomalies to the stratosphere on timescales of much less than one month – a timescale that conflicts with published studies. Baldwin and Dunkerton (1999), for example, have suggested a lag time of about three weeks for anomalies to propagate from 10 hPa level to the 1000 hPa level. This means that only geomagnetic activity variations in the first 10 days of January will be manifested in the January Arctic Oscillation index. As mentioned previously, Christiansen (2002) suggest a timescale of roughly 30 days, while Kodera et al. (1990) link the strengthening of stratospheric westerlies with
tropospheric circulation in February – a lag of two months. It is clear, therefore, that although the results in this chapter accommodate some lag between geomagnetic activity changes and the Arctic Oscillation index, the overall impression is that geomagnetic activity induced stratospheric circulation changes impact upon the troposphere over a shorter timescale than the typical stratosphere-troposphere propagation rate which some publications suggest. It seems, therefore, that the December changes do not cause the January changes, but instead represent a manifestation of geomagnetic activity that is restricted to the stratosphere because stratosphere-troposphere coupling does not occur until January.

An interesting feature of the lag-one correlations in the zonal-mean zonal wind data is the result for February. February zonal-mean zonal wind is, in areas, significantly correlated to January geomagnetic activity variations in both hemispheres. In the southern hemisphere, the correlations show an alternative positive/negative pattern similar to the Antarctic Oscillation index signature. The positive correlations are centred on ~57.5°S and reach a maximum of 0.60 at a height of 400 hPa. The negative correlations are at a maximum at 42.5°S, at a geopotential height of 200 hPa. In the northern hemisphere, the broad area of positive correlations is situated further north than the corresponding unlagged correlation in January, which matches the temperature correlations and composites shown in earlier figures. The northern hemisphere February correlations are probably due to the propagation time from the stratosphere to the troposphere outlined previously and also the result of the geomagnetically-forced January NAM signature persisting into February.

Correlations at greater lag (two- and three-months lag, shown in Appendix D) do not support the results shown in Figure 3.16, which suggested that the Antarctic Oscillation index correlates consistently to January geomagnetic activity variations over many months. The geomagnetic activity signature at these larger lags bears no resemblance to the Antarctic Oscillation index signature. Overall, the introduction of lag into the correlations does not improve the strength of the relationship, and it does not reveal a mechanism for the southern hemisphere relationship.
The examination of the spatial signature of geomagnetic activity in the lagged zonal-mean zonal wind data support the conclusion that the results shown in Figure 3.16, which linked the Antarctic Oscillation to geomagnetic activity over a number of months lag, are not ‘real’. The results for March at two months lag (shown in Figure D2) do not support the view that geomagnetic activity in January in the northern hemisphere leads to the March AA-NAM correlations two months later, despite the strong similarity between time series of two shown in Figure 3.29.

5.4.2 Temperature

The analysis of zonal-mean zonal temperature correlations supports the findings of the previous section, which indicate that the northern hemisphere relationship relies on stratospheric dynamics. They also indicate that a different, more complex, mechanism operates in the southern hemisphere. The correlation results for the temperature data are shown in Figure 5.11 and show statistically significant, positive correlations at the tropopause and above in October, November, December, and February over a broad range of latitudes. There are also small areas of statistically significant correlations in August and September. For October onwards, the correlations extend from the southern pole to ~60°N, which is the extent of solar irradiance in the austral summer. Whether or not these correlations are the result of solar irradiance changes will be examined later within this chapter. The most important aspect of these results is that, in December, the positive correlations are coupled with negative correlations within the polar night area (that is, the northern stratospheric polar vortex). Together, these correlations influence the meridional temperature gradient of the lower stratosphere, which many researchers (Shindell et al., 1999a; Hartmann et al., 2000) have indicated results in changes to tropospheric circulation and the Arctic Oscillation.

It is interesting to note that the magnitude of the temperature correlations in the lower stratosphere is less than the zonal wind correlations in the troposphere. Within the polar region of negative correlations in December, the highest correlation is -0.42, at a geopotential height of 30 hPa above the northern pole. The positive correlations do not exceed a value of 0.56. The limited magnitude of the correlations, compared to the tropospheric correlations in the zonal-mean zonal wind, indicates that the geomagnetic
signature in the atmosphere is amplified by non-linear processes. This supports the conclusion, in chapter four, that the failure of the superposed epoch analyses is because geomagnetic activity changes are manifested in the troposphere as an accumulation of subtle events.

The bulk of the change in the meridional temperature gradient of the stratosphere is associated with the northern stratospheric polar vortex. Figure 5.12, which shows the differences between composites of high and low geomagnetic activity conditions, reveals that temperature changes outside of the polar vortex are of negligible magnitude. They generally do not exceed 1°C, which is not even 50% of the 1965 to 1997 standard deviation of temperature values in the corresponding area (Figure D4 in Appendix D). Even the large changes (up to 3.6°C over the pole at the 70 hPa level) observed in November in the southern hemisphere high-latitude stratosphere amount to less than 50% of the standard deviation. Conversely, changes within the northern polar vortex are as large as -5.7°C in December, which is between 50% and 100% of the standard deviation. Large changes are also evident at northern polar latitudes in January (up to -4.8°C) and February (up to -4.6°C). In both the zonal-mean temperature correlations and the temperature composites, the January correlations/differences are much lower (in height) than the corresponding December patterns.

The spatial and seasonal patterns of the temperature correlations confirm the role of the stratosphere in northern hemisphere geomagnetic/circulation coupling. They also reveal that there are generally no other significant temperature changes in any other part of the lower atmosphere. This observation is supported by the temperature composites shown in Figure 5.12. Based on the lack of a geomagnetic activity signature in temperature changes, outside of what has already been described, it is possible to rule out large-scale cloud cover or atmospheric transparency changes as agents of solar forcing on annual timescales. It also agrees with the analyses performed in chapter two, which suggest that long-term relationships between geomagnetic activity and global or hemispheric surface temperatures (see, for instance, Cliver et al., 1998) may not be resolved at regional levels.
The role of the QBO.

The influence of the QBO on the temperature correlations, for the pertinent months of December and January, is shown in Figure 5.13. The figure shows that correlations between geomagnetic activity and zonal-mean temperature during December are similar for both the QBO east and west phases, though the magnitude of the correlations is slightly lower for the QBO west phase. Conversely, the strong correlations evident in January for the QBO east phase are not mirrored in the data for the QBO west phase. This indicates that the occurrence of geomagnetic forcing in the stratosphere, during December, is not influenced by the QBO, and it is only the propagation of this effect from the stratosphere to the troposphere in January that relies on the QBO phase.

These results, combined with the zonal-mean zonal wind correlations presented earlier, make it possible to explain the role of the QBO in the geomagnetic activity forcing of the northern hemisphere circulation. It is observed that the QBO influence on geomagnetic correlations in zonal wind and temperature is very pronounced during January but minimal in December. For Januarys with a QBO west phase, there is practically no geomagnetic activity signature in the troposphere, in either zonal-mean zonal wind or zonal-mean temperature data. There are two likely explanations for the presence of the QBO in this relationship. In the first explanation, the geomagnetic activity influence in December contributes to the January zonal-mean zonal wind field by working with the QBO. This can be viewed as a ‘top-down’ influence, because it relies on the QBO correlations seen in the middle stratosphere described in the work of Baldwin and Dunkerton (1991, 1999) and Kodera (1991). In essence, this view is the same as that of Kodera et al. (1991), who suggested that the QBO signal in the solar cycle forcing of the northern stratosphere occurs because of the interaction of both the QBO and the solar cycle with planetary waves. The main difference to Kodera’s hypothesis is that geomagnetic activity forces the stratosphere, and not the sunspot cycle, and that the sign of the relationship is not changed by the QBO.

The alternative (and preferred) explanation can be conceptualised as a ‘bottom-up’ influence, and finds more support in the results so far than the ‘top-down’ paradigm. In this view, the QBO east only occurrence of geomagnetic forcing involves the influence
of the QBO on the critical surface, described in *Holton and Tan (1980)*. Since QBO east conditions shift the critical surface northward and allow planetary waves to propagate higher and more poleward than they would under QBO west conditions (*Baldwin and Dunkerton, 1998*), it allows the tropospheric circulation to interact more readily with the stratospheric changes associated with geomagnetic activity in December and January. By doing so, the zonal-wind anomalies in the stratosphere influence tropospheric circulation via a number of possible mechanisms, outlined in *Baldwin and Dunkerton (2001)* and *Shindell et al. (2001)*. It is important to note, however, that QBO east conditions are not required for the downward propagation of the NAM or of zonal wind anomalies, so the role of the QBO east in the relationship described here is specific to geomagnetic anomalies, perhaps because of their spatial or seasonal configuration.

### 5.4.3 Temporal pattern

It has not been automatically assumed that the temporal pattern exhibited by correlations between geomagnetic activity and the SAM and NAM indices (described in chapter three) also occurs for the zonal-mean zonal wind data. This section therefore tests if the strengthening of the AA-NAM and AA-SAM correlations after the early 1960s is mirrored in the zonal-mean zonal wind and temperature correlations. Furthermore, the temporal pattern of the correlations can be used to clarify the appropriate mechanisms. This is because, at some stage in the chain of events that links solar variability to atmospheric circulation, the temporal restriction outlined in chapter three is introduced into the geomagnetic-circulation relationship. To test if this temporal restriction occurs before or after the stratospheric circulation changes, correlation coefficients between monthly geomagnetic activity and zonal-mean zonal wind were also calculated for the period 1950 to 1960. The results are shown in Figure 5.14. In all instances $N = 11$, so a correlation coefficient of 0.60 is required for statistical significance at the 95% confidence level. The spatial pattern of the correlations, more so than the magnitude, is of interest here.

Accordingly, a comparison of Figure 5.14, which shows the correlations between geomagnetic activity and zonal-mean zonal wind from 1950 to 1960, to Figure 5.2 reveals that the spatial pattern in the correlations from 1965 onwards is generally not
mirrored by the 1950-1960 data. When compared to the geomagnetic AA index, zonal-mean zonal wind variations show similar temporal correlation patterns to the atmospheric circulation indices. This indicates that the cause of the temporal pattern in chapter three must be located higher up in the chain-of-events that link geomagnetic activity to the troposphere. A similar investigation conducted for zonal-mean temperature data also indicates that the strengthening, or ‘turning on’, of geomagnetic forcing occurs in an earlier stage of the mechanism. Zonal-mean temperature correlations for 1950 to 1960, shown in Figure 5.15, do not show any similarities to the correlations for 1965 onwards, which supports the conclusion regarding the temporal pattern.

5.5 Stratospheric origins

Part of the mechanism linking geomagnetic activity to the northern hemisphere troposphere is clear. In the northern hemisphere, geomagnetic activity has a distinct signature in the December stratosphere, as evidenced by high correlations. These correlations are relatively unaffected by the phase of the QBO and are best observed as temperature changes in the stratospheric polar vortex. The cooling of the polar vortex under high geomagnetic conditions, coupled with the slight warming of the extra-polar stratosphere, changes the meridional temperature gradient of the lower stratosphere. This strengthens the zonal winds at the edge of the polar vortex and through stratosphere-troposphere coupling in January alters tropospheric circulation. This accounts for the correlation between the AA and NAM (and NAO) indices evident only in January.

A mechanism for the southern hemisphere is not as forthcoming. Correlations between geomagnetic activity and temperature reveal strong positive correlations in the lower stratosphere, but not in the troposphere. Direct radiative forcing of planetary wave amplitude or position in the southern hemisphere troposphere is not supported by the temperature correlations and this subsequently excludes cosmic-ray induced cloud cover changes as a potential forcing mechanism. Furthermore, the same stratosphere-troposphere coupling evident in the northern hemisphere is somewhat lacking in the
southern hemisphere. There are correlations evident in the February stratosphere, which may be a precursor to the March geomagnetic forcing of the SAM. The modelled results of *Haigh (1996)* provide some support for a mechanism in the southern hemisphere. *Haigh (1996)* found that unlike the northern hemisphere stratosphere-troposphere coupling, changes in summer easterlies are important in the summer hemisphere. Warming, caused in the model by solar UV variations, strengthens summer stratosphere easterlies, which push the westerly jets to move poleward. The exploration of the solar component of geomagnetic activity forcing should shed more light on the problem, especially whether ozone changes can be attributed to geomagnetic activity or not.

The understanding of the mechanism derived from the analyses so far is shown in Figure 5.16, which is an updated version of Figure 5.1. The task now is to explain the origin of the stratospheric changes and the solar component of the mechanism – essentially, what influences the meridional temperature gradient of the lower stratosphere? This section also performs another important task – it considers what geomagnetic activity represents in-terms of solar-terrestrial coupling. Chapter two listed the solar-terrestrial links that are potentially parameterised by the geomagnetic AA index. These are (1) upper atmosphere temperature, dynamics, and composition changes, (2) cosmic-ray flux (galactic and solar), and (3) solar irradiance changes. Some understanding of which solar and terrestrial processes can be reliably associated with indices of geomagnetic activity, which is currently lacking in the field of solar-climate relationships, will help with evaluating mechanisms.

This section will use observational data, where possible, to evaluate possible mechanisms. Where observational data are lacking, assumptions regarding mechanisms will be based on the literature. *Laštovička (1996)* asserts that although the focus of solar-weather (and solar-climate) studies should now be the determination of a mechanism that can explain the tropospheric effects of geomagnetic activity, there is not as yet a complete enough understanding of these effects. This section will demonstrate, however, that the greatest hindrance to the pursuit of solar-climate mechanisms is a lack of observational data for a number of middle and upper atmosphere parameters, and not the incomplete understanding of how geomagnetic activity influences the troposphere. This suggestion is supported by *Haigh (2001)*, who suggests that the lack of reliable,
long-term solar and meteorological data is one of the key challenges that must be addressed in the field of solar climate studies.

It has been the major premise of this thesis, however, that a greater understanding of solar-climate relationships can help with the deduction of appropriate mechanisms by providing spatial, temporal, seasonal, and other constraints. The main difference between the attempts of this chapter to identify a mechanism, compared to many published studies, is that the mechanism is being deduced for a specific relationship, described in chapter three and earlier sections of this chapter. Numerous aspects of this relationship have been explored and the aspects of the relationship revealed so far can be added to the constraints outlined earlier and used to evaluate potential mechanisms.

The further constraints derived so far include the spatial (altitudinal) and seasonal pattern of the zonal-mean zonal wind and temperature correlations, as well as the temporal pattern; the introduction of lag into the correlations does not improve the strength of the relationship, indicating that geomagnetic activity is coupled to the troposphere on timescales of less than one month.

With these constraints in mind, the possible mechanisms depicted in Figure 5.16 are evaluated. Four possible sources of the stratospheric changes are considered – three involve a direct impact of geomagnetic activity on the stratosphere and incorporate (a) radiative changes, (b) changes in ozone, (c) changes in stratospheric aerosols, while the fourth involves the indirect influence of geomagnetic activity changes in the upper atmosphere (mesosphere/thermosphere).

5.5.1 Radiative

**Annual/Monthly.** Chapter two mentioned the possibility that geomagnetic activity changes may be a suitable proxy for solar irradiance changes. Cliver et al. (1998) suggested as much when they found that changes in the decadal averages of global surface temperature are well correlated to the smoothed geomagnetic AA index. Figure 5.17, however, shows that the geomagnetic AA index is uncorrelated to total solar irradiance variations from the period 1978 to 1993. The solar irradiance data used in
Figure 5.17 are the Earth Radiation Budget (ERB) measurements (in W/m^2), from the NASA Climatology Interdisciplinary Data Collection\(^{53}\). The correlation coefficient between the monthly ERB data and the AA index is 0.05 \((N = 171)\), which conclusively demonstrates that direct solar irradiance changes cannot be invoked as a mechanism in geomagnetic activity-climate relationships.

Surprisingly, the correlation coefficient between the ERB total solar irradiance data and the sunspot number is only 0.61. Although this is a relatively strong correlation, it reveals that the sunspot number, or the 10.7 cm solar flux\(^{54}\), is not a perfect index of solar irradiance changes. Studies that assume that solar activity is well represented by sunspot activity and use the sunspot index of 10.7 cm flux as a proxy for irradiance, either in correlations using observational data (for example, van Loon and Labitzke, 1999) or models (Kodera et al., 1991; Shindell et al., 2001a) may be underestimating the magnitude of solar-climate relationships.

**Daily.** As section 2.2.3 has already suggested, there is reasonable evidence to allow the assumption that short-term changes in solar irradiance, mainly in the ultraviolet wavelength, are well represented by geomagnetic activity. This includes the research of Troshichev and Gabis (1998), which associates solar ultraviolet irradiance changes with a variety of short-term solar phenomena. These events include solar proton events, Forbush decreases, and the passage of solar active regions. Each of these events can sometimes have a corresponding signature in geomagnetic activity, as outlined in chapter two. Through the application of the superposed epoch analysis technique, Troshichev and Gabis (1998) report increases in the MgII index\(^{55}\) between 0.2% and 0.4%, associated with each of the three events.


\(^{54}\) Many authors use the 10.7 cm solar flux index instead of the sunspot number. The two series are, however, practically identical and interchangeable. From 1947 to 2000, the period for which the solar flux data are available, the correlation coefficient between the two annual indices is 0.99. The solar flux data used in this thesis were obtained from ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA/SOLAR_RADIO/FLUX

\(^{55}\) The MgII index is a robust proxy for solar ultraviolet irradiance at wavelengths of 150 to 400 nm (Viereck and Puga, 1998).
The results presented here, however, indicate that this relationship cannot be extrapolated to geomagnetic activity in general. Superposed epoch analysis was performed on the NOAA MgII index (version 9.1), obtained from the NOAA Space Environment Center web page online data section.\footnote{Information from the Space Environment Center, Boulder, CO, National Oceanic and Atmospheric Administration (NOAA), US Dept. of Commerce – http://www.sel.noaa.gov/ftpdir/sbuv/NOAAMgII.dat} \citep{Viereck99, Viereck2001}. The data are available from November 7, 1978, and extend beyond the range of the daily AA index used in the analyses (December 31, 1998). Figure 5.18a shows the results of the superposed epoch analysis for geomagnetic storm conditions (AA $\geq 60$ nT). The figure shows the deviations in the MgII index, which is unitless, as percentages of the mean of the MgII index from November 1978 to December 1998. The deviations show an overall positive tendency – this is not associated with geomagnetic forcing but results from the coincidence of solar maxima and the increased frequency of geomagnetic storms. In the same manner as the superposed epoch analyses conducted in chapter four, these results show the largest deviations at improbable lags – either well before the key date or a number of days after it (~20 days). Furthermore, the smallest deviation from the overall mean (0.06%) occurs at a lag of one day (i.e., in close proximity to geomagnetic storm days). Overall, there is no indication that geomagnetic activity functions as a proxy for solar ultraviolet irradiance variations at the daily timescale.

This is reinforced with the results shown in Figure 5.18b, which shows the superposed epoch analysis for periods of prolonged geomagnetically quiet conditions (AA $\leq 10$ nT for three consecutive days). The results show an overall negative tendency, once again associated with the long-term sunspot cycle and not day-to-day geomagnetic variations. Therefore, there are no statistically or practically significant deviations in solar ultraviolet radiation associated with geomagnetic activity at the daily timescale.

These revelations regarding geomagnetic activity and solar irradiance have ruled out direct radiative forcing as a potential cause for the stratospheric changes, at least on timescales less than a year. The analyses presented here, however, do not counter claims...
that long-term changes in geomagnetic activity are mirrored by changes in solar irradiance, as suggested by Lockwood et al. (1999) and Beer et al. (1998).

### 5.5.2 Ozone

A tremendous amount of uncertainty and contradiction exists regarding the impact of geomagnetic and solar activity on ozone concentration and the literature on this topic presents an abundance of conflicting ideas. The uncertainties are associated not only with the quantitative aspect of the relationships (Bazilevskaya et al., 2000), but also the sign of the relationship (increase/decrease) and the actual solar phenomenon driving these changes.

A number of authors note, on daily timescales, a decrease in ozone in response to solar proton events (Jackman et al., 1999; Krivolutsky, 2001). By simulating the influence of solar proton events in a two-dimensional chemistry and transport atmospheric model, Jackman et al. (1999) found that the odd nitrogen created by solar proton events in the upper atmosphere resulted in stratospheric ozone decreases because of the large-scale circulation in the stratosphere during winter. Similarly, Krivolutsky (2001) used model and observational data to conclude that solar proton events lead to short-term ozone decreases in mesospheric polar regions of both hemispheres. Geomagnetic activity, however, is not a strong proxy for solar proton events, so the findings of Jackman et al. (1999) and Krivolutsky (2001) cannot be interpreted as evidence for a link between geomagnetic activity and stratospheric ozone.

Other authors describe a similar decrease in ozone, once again at daily timescales, related specifically to geomagnetic variations rather than solar proton events (Marcucci et al., 1999; Storini, 2001). The results of Marcucci et al. (1999) are shown in Table 5.3. The table shows the correlation coefficient between the daily auroral electrojet index (the AE index) and ‘spring’ (August 20 to November 20) Antarctic ozone depletion within the southern stratospheric polar vortex. It shows that correlation coefficients ranging from 0.41 to 0.80 occur between these two parameters at lags between eight to 15 days. The AE index is a measure of ionospheric current flow at auroral latitudes and altitudes of roughly 100 km (Tsurutani and Gonzalez, 1998) and is
generally only considered on hourly or daily timescales. Ahn et al. (2000), however, compared annual values of the AE and AA indices and concluded, from the strong visual resemblance of the two time series, that both indices are intensified by the same mechanism. Therefore, the results of Marcucci et al. can be extrapolated to indicate a possible inverse relationship between geomagnetic activity (as represented by the AA index) and ozone concentration, particularly in the southern hemisphere during spring.

Storini (2001) also examined daily links between northern hemisphere total ozone concentration and the AE index, and found a strong negative correlation ($r = -0.91$) between indices of the two during a coronal mass ejection induced disturbance in 1982. The correlations are greatest for ozone changes in the geomagnetic middle latitudes, between 60°N and 75°N. A lesser correlation ($r = -0.51$) was found at high (75°N to 90°N) geomagnetic latitudes.

Conversely, others describe a positive relationship between ozone concentrations and solar-terrestrial phenomena associated with geomagnetic activity. The results of Makarova and Shirochkov (2001) are extremely vague and contradictory, but seem to suggest an inverse relationship ($r = -0.7$) between ozone concentration and atmospheric electricity at Vostok, in Antarctica (~78°S), during 1998. Atmospheric electricity is modulated by cosmic rays (Tinsley, 1996a), so there is an inverse relationship between geomagnetic activity and the vertical current in the atmosphere. This translates to a

<table>
<thead>
<tr>
<th>Year</th>
<th>$r$</th>
<th>Lag (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1979</td>
<td>0.44</td>
<td>10</td>
</tr>
<tr>
<td>1980</td>
<td>0.63</td>
<td>11</td>
</tr>
<tr>
<td>1981</td>
<td>0.56</td>
<td>11</td>
</tr>
<tr>
<td>1982</td>
<td>0.80</td>
<td>13</td>
</tr>
<tr>
<td>1983</td>
<td>0.55</td>
<td>10</td>
</tr>
<tr>
<td>1984</td>
<td>0.64</td>
<td>13</td>
</tr>
<tr>
<td>1985</td>
<td>0.44</td>
<td>10</td>
</tr>
<tr>
<td>1986</td>
<td>0.66</td>
<td>15</td>
</tr>
<tr>
<td>1987</td>
<td>0.41</td>
<td>9</td>
</tr>
<tr>
<td>1990</td>
<td>0.69</td>
<td>8</td>
</tr>
</tbody>
</table>

57 Geomagnetic latitude differs from geographic latitude. In this case, the middle geomagnetic latitudes correspond to the auroral ovals.
positive relationship between geomagnetic activity and ozone, but details of this relationship are poorly expressed in Makarova and Shirochkov (2001).

The results of Lu and Sanche (2001) can also be interpreted as a positive relationship between geomagnetic activity and ozone concentration. They demonstrated that the annual average total ozone values between 0°S and 65°S, from 1979 to 1992, are inversely related to cosmic ray flux (Figure 5.19). They extrapolate this to indicate that winter stratospheric polar ozone is destroyed by cosmic rays, even though the changes shown in Figure 5.19 (their Figure 3) are not for polar areas. The importance of Lu and Sanche’s (2001) results is that, although the relationship they describe is not quantified by means of correlation coefficients, it is presented using annual data and is therefore more relevant to the annual and decadal relationships presented in chapter three and section 5.4 than the daily results. Chapter four has already proven that annual results cannot automatically be extrapolated to daily timescales, and the reverse is assumed here also.

The findings of Krivolutsky et al. (2001, 2002) are in direct contrast to those of Lu and Sanche (2001). Krivolutsky et al. (2001, 2002) suggested that cosmic ray flux at 20 km is positively correlated to total ozone concentration over Russia, which implies an inverse relationship between geomagnetic activity and ozone. They also used yearly

![Figure 5.19. Cosmic-ray flux versus total ozone concentration, 0°-65°S, from Lu and Sanche (2001). The inverse relationship between cosmic ray flux and ozone concentration means a positive relationship between geomagnetic activity and ozone.](image-url)
data in their regression analyses and photochemical modelling, but their results are so obscure it is difficult to interpret even the crudest aspects of this relationship.

Finally, Laštovička (1990) used superposed epoch analyses to demonstrate that geomagnetic activity has no influence on middle stratosphere ozone between 40°N and 60°N. However, Laštovička (1990) declared that it would be interesting to examine geomagnetic activity induced ozone changes at higher latitudes, which have been associated with energetic particle precipitation/penetration by other researchers. Consequently, it was Laštovička (1996), Laštovička and Mlč (1999), and Fedulina and Laštovička (2001) who further explored the response of ozone to geomagnetic activity. Fedulina and Laštovička (2001) described a ‘significant’ increase in total column ozone, over Europe at 50°N, three days after Forbush decrease events and increased geomagnetic activity. They noted, however, that this relationship is spatially restricted (it does not occur at 40°N), seasonally restricted, since it only occurs during the boreal winter, and is dependent on the QBO winds being eastward. They indicate, however, that this relationship is not a direct result of a geomagnetic influence on ozone. Instead, they attribute the regional ozone changes to possible variations in planetary wave activity associated with geomagnetic activity (Laštovička and Mlč, 1999).

The findings of the aforementioned studies are summarised in Table 5.4. The table indicates that there is very little consensus about the role of geomagnetic activity in ozone changes, that most of the studies only consider daily timescales, and that the magnitude and sign of the response varies according to the location. Given the limitation of the literature regarding a possible geomagnetic activity signature in ozone concentrations, monthly ozone data were obtained and compared to the geomagnetic AA index. The data were also compared to the sunspot cycle to evaluate links between solar irradiance and ozone and to investigate similarities and contrasts between solar and geomagnetic forcing of the stratosphere.
Table 5.4. Findings in recent studies of solar activity impacts on ozone concentration. This table demonstrates that there is a lot of uncertainty regarding the possible influence of solar variability on ozone concentrations. Accordingly, monthly ozone data are used in the following sections to evaluate the role of geomagnetic activity in ozone changes.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Time-scale</th>
<th>Solar Phenomena</th>
<th>Location</th>
<th>Altitude</th>
<th>Relationship</th>
<th>Relationship to Geomagnetic Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marcucci et al. (1999)</td>
<td>Daily</td>
<td>AE index</td>
<td>Southern polar vortex</td>
<td>Stratosphere</td>
<td>$r$ ranges 0.41 to 0.80</td>
<td>Negative</td>
</tr>
<tr>
<td>Makarova and Shirochkov (2001)</td>
<td>Daily</td>
<td>Magnetopause radius</td>
<td>Vostok, Antarctica (~78°S)</td>
<td>All (total ozone)</td>
<td>Negative ($r = -0.7$)</td>
<td>Positive</td>
</tr>
<tr>
<td>Lu and Sanche (2001)</td>
<td>Annual</td>
<td>Cosmic Rays</td>
<td>0°-65°S</td>
<td>All (total ozone)</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>Storini (2001)</td>
<td>Daily</td>
<td>AE index</td>
<td>Auroral oval</td>
<td>All (total ozone)</td>
<td>Negative ($r = -0.91$)</td>
<td>Negative</td>
</tr>
</tbody>
</table>

Monthly zonal-mean total column ozone data were obtained from the Total Ozone Mapping Spectrometer (TOMS) web page[^58]. The data are derived from three separate platforms: *Nimbus 7* (1978-1993), *Meteor 3* (1991-1994), and *Earth Probe* (1996-present) and are available for 5° latitudinal zones from 90°N to 90°S. The analyses of this section used the *Nimbus 7* data from 1978 to 1992, the *Meteor 3* data for 1993 and 1994, and the *Earth Probe* data from late 1996, 1997, and 1998.

The zonal-mean total ozone data were correlated to the geomagnetic AA index and the 10.7 cm solar flux index for each month separately. The spatial and seasonal aspects of the results are of greater interest than the magnitude of the correlations, because they might help explain the patterns in chapter three and earlier sections of this chapter. The results, however, shown in Figures 5.20 and 5.21, do not provide any explanation for earlier results. Figure 5.20 shows the correlations between the zonal-mean total column ozone and the geomagnetic AA index. The number of observations in each correlation is generally 17 or 18, though it is higher for November (20) December (19). If the effects of serial correlation are ignored, the required level for statistical significance is roughly

[^58]: http://toms.gsfc.nasa.gov/ozone/ozoneother.html
0.48. The level of serial correlation in the AA index varies greatly by month, so calculations of the effective number of observations yield results ranging from 10 to 17 or 18. Overall, however, the impact of serial correlation is limited and $N_{eff}$ averages 16. This requires a correlation coefficient of 0.49 for statistical significance at the 95% confidence level – a condition that is rarely fulfilled in the results shown in Figure 5.20.

The most important aspects of the result, however, is that fact that the spatial and seasonal patterns do not match those in Figure 5.11, which shows zonal-mean temperature correlations. The strong correlations in the zonal-mean temperatures for October, November, and December, are not mirrored in the ozone results. This indicates that geomagnetic activity does not have a statistically or practically significant impact on total column ozone outside of the winter polar region. TOMS data are not available for the polar night areas, so it is not clear what effect geomagnetic activity may have on ozone concentrations during winter.

Correlations between the 10.7 cm solar flux and zonal-mean total column ozone, shown in Figure 5.21, are stronger than the corresponding correlations shown in Figure 5.20. It must be acknowledged, however, that the increased magnitude of the correlations is at least partly due to the lack of interannual variations in the solar flux index, when compared to the geomagnetic AA index (recall Figure 2.15). This not only yields higher correlations, but also results in a much lower $N_{eff}$ for the solar flux correlations, due to the strong serial correlation in the solar flux index. The number of effective observations averages 12, requiring correlation coefficients of 0.57 for statistical significance.

Although this is sometimes exceeded by the correlations shown in Figure 5.21, the results do not show the same spatial and seasonal pattern as the zonal-temperature correlations. Even if there is a relationship between the solar irradiance variations and total column ozone, it is not the crucial step in the mechanism linking geomagnetic activity or solar variability to atmospheric circulation in the troposphere. This conclusion is supported by the results of chapter three, which revealed that neither the Antarctic nor the Arctic Oscillation indices are correlated to the sunspot number.
The solar flux correlations, however, support the view that there is a solar-cycle signal in ozone concentrations (see, for instance, Hood 1997), but have not evaluated the suggestion that the relationship is modulated by the QBO (Varotsos, 1989) since the total ozone column data were not separated according to the phase of the QBO. The most convincing feature of the results is the peak in the zonal correlations, for months such as December through to April and July through to September, which in each case occurs at ~20° latitude in the summer hemisphere. This indicates that the solar cycle influence on ozone is in part radiative, as the latitudinal peaks coincide with the area and timing of maximum irradiance. In fact, Hood (1999) presents strong evidence of a link between solar UV and upper stratospheric ozone, which has significant implications for solar-climate relationships at decadal timescales.

The results of monthly ozone analyses and a review of the recent literature have not described a viable geomagnetic/troposphere mechanisms involving ozone. Ozone changes in the most relevant region, the northern polar vortex, have not been evaluated due to a lack of available data. The lack of geomagnetic correlation to ozone, which is the main shortcoming that would hinder the acceptance of this mechanism, can perhaps be attributed to the use of total column, zonal-mean ozone values. The vertical and meridional integration of ozone values may mask the influence of geomagnetic activity, which might only occur at specific heights and longitudes. The results of section 5.4 indicate that if the zonal-mean temperature correlations are related to ozone then this relationship is generally restricted to the lower stratosphere/tropopause region, not the entire atmosphere (that is, the total column of ozone). Chandra et al. (1999) have shown that the solar signature in tropospheric ozone is out-of-phase with the solar signature in stratospheric ozone because stratospheric changes in ozone related to the solar cycle influence the UVB flux reaching the troposphere, which in turn impacts upon tropospheric ozone. Although this problem is mediated by the fact that the bulk of ozone occurs in the stratosphere (Storini, 2001), it may nevertheless explain why correlations between geomagnetic activity and total column ozone are negligible, while many other studies have found links between geomagnetic activity and ozone.

The findings of Callis et al. (1998a, b, 2001), for instance, present strong evidence for solar-coupling via energetic electrons associated with the solar wind, nitrogen oxide in
the middle atmosphere, and stratospheric ozone. The temporal aspects of this relationship (in particular, the lag between increases in electron flux and ozone depletion) make it unclear whether it is applicable to the relationships discovered within this thesis. Overall, however, the findings of Callis et al. and the other researchers listed in this section present some evidence for a geomagnetic influence on ozone. Subsequently, such a relationship could explain southern hemisphere temperature changes observed in Figure 5.11, which then influence the troposphere via the mechanism described in Haigh (1996). In fact, the importance of ozone changes to the SAM is described in Thompson and Solomon (2002), and it is therefore very feasible (and more credible) that geomagnetic activity influences the SAM through established, internal atmospheric processes rather than complicated alternatives. The ozone forcing described in Thompson and Solomon (2002) occurs via the stratospheric polar vortex, and it therefore operates differently to the Haigh mechanism that originates in the tropics. Nevertheless, both mechanisms represent potential pathways through which geomagnetic activity can influence the SAM.

This mechanism (i.e., geomagnetic forcing of stratospheric circulation via ozone changes) may also explain northern hemisphere changes in the winter polar vortex, despite the lack of irradiance making ozone irrelevant. This is because of the ‘twilight effect’, associated with stratospheric aerosols and described in the following section.

5.5.3 Stratospheric Aerosols

The accumulation of stratospheric aerosols at heights between 10 and 15 km, varying with latitude, is known as the Junge layer and results from the temperature inversions and general atmospheric stability at the tropopause (Pueschel, 1996). Therefore, like ozone, high concentrations of aerosols also occur in locations relevant to the stratospheric changes observed in section 5.4.

One possible explanation for the temporal pattern of the correlations in chapter three can be found in Figure 5.22, which is taken from the Goddard Institute for Space
Studies web page on stratospheric aerosol optical thickness\(^{59}\). The figure shows the zonal-mean optical thickness (at 550 nm) of stratospheric aerosols from 1850 to 2000; these data are described in *Sato et al.* (1993). Note the increase in optical thickness, to levels above the background amount, from 1960 onwards. Optical thickness is especially high after 1963 due to the eruption of Agung (*Toon and Pollack*, 1982). This period coincides with the onset of the geomagnetic forcing of atmospheric circulation. Stratospheric optical thickness remains elevated from 1963 to 1999 due to the subsequent eruptions of Fernandina, in the Galapagos, in 1968, El Chichon in 1982, and Pinatubo in 1991 (*Sato et al.* 1993).

As well as the temporal coincidence between the geomagnetic-climate relationship and the onset of heightened stratospheric aerosols, there are numerous physical processes involving the stratospheric aerosol layer that can possibly explain why stratospheric aerosols could be crucial to the relationships described in chapter three. These include:

1. the direct influence of stratospheric aerosols on the radiative balance of the troposphere (*Toon and Pollock*, 1982),

2. the influence of stratospheric aerosols on the stratospheric latitudinal temperature gradient and subsequently tropospheric circulation (*Robock*, 2001),

3. the influence of stratospheric aerosols on ozone in the stratosphere (*Pueschel*, 1996),

4. the possibility that stratospheric aerosols are significant agents of cloud nucleation (*Dickinson*, 1975),

5. and the probable importance of stratospheric aerosols to the global electric circuit (*Engfer and Tinsley*, 1999; *Rycroft*, 2000).

The analyses performed so far in this chapter, however, have ruled-out a number of ways in which stratospheric aerosols may be important. Cloud-cover changes have been ruled-out as a likely mechanism, meaning that while points four and five may be relevant to other solar-climate relationships, they play no part in the geomagnetic

\(^{59}\) http://www.giss.nasa.gov/data/strataer/
activity forcing of atmospheric circulation. Stratospheric aerosol modulation of ozone concentrations (point three) may be relevant, but the suitability of this mechanism is difficult to determine given the uncertainties of a link between geomagnetic activity and ozone. The fact that geomagnetic activity is not a viable proxy for solar irradiance variations means that the direct aerosol effect (point one), whereby stratospheric aerosols absorb and scatter incoming solar radiation (Lohmann and Feichter, 2001), does not form part of the required mechanism.

Instead of modifying the solar irradiance flux, which then interacts with stratospheric aerosols, it may be that geomagnetic activity influences stratospheric aerosol concentrations. A number of researchers have suggested that the cosmic ray flux can impact upon stratospheric aerosols, affecting aerosol size (Dickinson, 1975; Roldugin and Vashenyuk, 1994) or chemical composition (Pudovkin and Babushkina, 1992a, 1992b). It is important to note that most research examines the link between solar cosmic rays and aerosols, not galactic cosmic rays. This is despite the fact that the particle energies associated with solar cosmic rays are typically an order of magnitude less than galactic cosmic rays and are not as important as a source of ionisation in the lower atmosphere (Dickinson, 1975). This means that the relationship between solar cosmic rays described in the literature may differ to the influence that galactic cosmic rays have on aerosols and the modulation of galactic cosmic rays is better represented by geomagnetic indices than the flux of solar cosmic rays.

It is therefore worthwhile examining whether there is a relationship between stratospheric aerosols and geomagnetic activity, especially since the bulk of studies consider only daily timescales. This was tested by correlating monthly stratospheric aerosol optical thickness, obtained from the NASA Goddard Institute for Space Studies, to the monthly geomagnetic AA index. The aerosol data are available from 1850 to 2000, but the correlations were performed separately for the periods 1868 to

---

60 The cosmic rays generally considered to affect stratospheric aerosols include both solar cosmic rays (associated with solar proton events) and galactic cosmic rays, which are modulated by geomagnetic activity.

61 http://www.giss.nasa.gov/data/strataer/
1962 and 1965 to 1992. Years in which volcanic activity clearly dominated the aerosol record (1963-65, 1982-84, 1991-92) were not included in the calculations.

The results, shown in Figure 5.23, indicate that stratospheric aerosol optical depth is not modulated by geomagnetic activity, either before or after 1965. The correlations are consistently very low, and do not exceed ±0.36 for any month. There are 95 observations in the correlations for the earlier period (1868 to 1962), so a coefficient of 0.20 is required for statistical significance at the 95% confidence level. Although the results for March, August, November, and December are statistically significant they are only just so – their limited magnitude does not suggest a link to geomagnetic activity. More importantly, the correlations for the latter period, which is most relevant to the relationship in chapter three, are all statistically and practically insignificant. It is clear then that, on annual timescales, stratospheric aerosols are not modulated by geomagnetic activity to an extent that could explain the relationship in chapter three.

With the exception of point two, all of the possible stratospheric influences listed previously have been excluded as suitable mechanisms. Point two seems viable, but is difficult to test. Stratospheric aerosols themselves are known to influence the meridional temperature gradient of the stratosphere, subsequently changing tropospheric circulation (Robock, 2001). The geomagnetic activity influence on the stratospheric meridional temperature gradient operates in the same manner and may subsequently be amplified by the aerosol influence. Without stratospheric aerosols initially establishing a meridional temperature gradient that exceeds some threshold, geomagnetic activity effects may not be enough to overcome internal processes in stratospheric circulation. Essentially, geomagnetic activity may be ‘piggy-backing’ on stratospheric aerosol induced circulation changes.

Alternatively, polar winter ozone changes may be radiatively relevant by scattering high-incident solar irradiance into the pole through the twilight effect\(^2\). Belikov (2000)

\(^2\) The twilight effect involves the increase in ultraviolet radiation reaching the surface due to scattering from high altitude stratospheric aerosols at large solar zenith angles (Davies, 1993; Tsitas and Yung, 1996)
has indicated that the presence of an aerosol layer between 27.5 and 37.5 km can amplify the solar UV flux into the polar stratosphere when the solar zenith angle is close to (but less than) 90°. If these conditions are met during December and January, then the geomagnetic activity-temperature correlations evident in the polar stratosphere may be modulated by the presence of aerosols. This would subsequently explain the temporal aspect of the relationship (at least for the northern hemisphere) because the required stratospheric aerosol layer is not evident before the 1960s.

5.5.4 Upper atmosphere

The reality of geomagnetic activity induced changes in the upper atmosphere “…cannot be questioned” (Laštovička, 1996; page 839). Do the stratospheric changes identified in previous sections originate from the upper atmosphere? Although a number of researchers have suggested that coupling between the upper and lower terrestrial atmosphere is a viable solar-climate mechanism (see, for instance, Geller and Alpert, 1980 and Fuller-Rowell et al., 1997), such a sequence of events has not yet been demonstrated. This is largely due to a lack of observational data, which also restricts the analyses of this chapter and makes it difficult to either eliminate or accept the role of the upper atmosphere in the geomagnetic forcing of atmospheric circulation. The upper atmosphere may influence the middle and lower atmosphere either through the direct penetration of vertical winds from the thermosphere to the troposphere (Bucha and Bucha, 1998, 2002; Bucha, 2002), or the coupling between circulation in the mesosphere and the stratosphere (Arnold and Robinson, 1998, 2001; Fuller-Rowell et al., 1997).

Vertical winds

The ‘vertical wind’ mechanism, described in Bucha and Bucha (1998, 2002) and Bucha (2002), may be the most pertinent to the results of this thesis because it is the only mechanism, so far, to be suggested specifically for the link between geomagnetic activity and the North Atlantic Oscillation. Bucha and Bucha’s mechanism has been described earlier within this chapter and involves a time delay between vertical wind
changes in the thermosphere and the subsequent tropospheric changes ranging from ‘nearly immediately’ to 10 days.

Smith (1998) reports that the greatest vertical winds are observed in the polar regions and are associated with auroral disturbances and divergent flow. Furthermore, the meridional scope of the vertical wind activity extends equator-ward with increased geomagnetic activity (Smith, 1998). Therefore, it is generally accepted that geomagnetic and solar activity influence vertical winds in the thermosphere and mesosphere. There is no indication, however, that vertical winds are relevant to the lower atmosphere through direct propagation, in either observational data or models. A mechanism by which geomagnetic or solar activity influences the troposphere through the direct penetration of vertical winds into the lower atmosphere is therefore discounted because, given the relative disparity between the mass and density of the thermosphere and the lower atmospheric layers (displayed in Figure 2.9), it is unlikely that thermospheric winds can impact significantly upon the troposphere. Arnold and Robinson (1998) report, “The amplitude of any disturbance propagating downwards in the atmosphere is reduced by a factor of ten over a couple of scale heights due to the exponential rise in pressure towards the surface…” (page 70). In fact, it is generally acknowledged that some form of amplification is needed before solar activity can account for observed climate changes (Tinsley, 1996a). The geomagnetic activity-related changes in tropospheric circulation described in chapter three are not small, whereas one can assume that if thermospheric winds did impact upon the troposphere the magnitude of this effect would be reduced by the downward propagation of the winds into denser atmospheric layers.

**Atmospheric coupling**

Geller and Alpert (1980) used a planetary wave model to conclude that mean zonal wind changes at a height of roughly 35 km (or lower) would result in changes to tropospheric planetary wave patterns. In essence, their findings are similar to the stratosphere-troposphere coupling described by numerous researchers (e.g., Baldwin and Dunkerton, 1999, 2001; Thompson et al., 2002), except that in their model the interaction with upward propagating planetary waves occurs at a higher altitude. The
stratosphere-troposphere coupling observed within this chapter, however, is evident in the lower stratosphere.

It is possible, however, that the stratospheric changes originated higher up, perhaps even in the thermosphere or mesosphere. Unfortunately, a lack of observational data for the upper and middle atmosphere makes it difficult to test such a hypothesis directly. The best available data, the Upper Atmospheric Research Satellite (UARS) data, currently only extends from late 1991 onwards. Therefore, the UARS zonal-mean zonal wind data does not cover even a complete solar cycle, and only shares six (1992-1997) years with the NCEP/NCAR reanalysis data used in section 5.4. It is not possible, therefore, to evaluate this mechanism using a long record of observational data.

Nevertheless, there is strong evidence to support a mechanism in which the upper atmosphere is coupled to the middle atmosphere. Using a mechanistic three-dimensional model, Arnold and Robinson (1998, 2001) have demonstrated that the solar influence on the thermosphere is coupled to the stratosphere via planetary waves. Specifically, Arnold and Robinson (2001) reveal that the thermospheric impact of the solar wind (i.e., geomagnetic activity) is relevant to the stratosphere through non-linear forcing. In particular, geomagnetic forcing of the lower thermosphere inhibits the winter latitudinal transport of the stratosphere, cooling the stratospheric polar vortex during winter (Arnold and Robinson, 2001). This allows geomagnetic activity to impact upon the NAM through the stratosphere-troposphere coupling described earlier. The amplification of the impact of geomagnetic activity with decreasing altitude, inferred from the correlations presented earlier in this chapter, is evident in the modelled results of Arnold and Robinson (2001).

The model employed by Arnold and Robinson (1998) has a horizontal resolution of 5° and a vertical resolution of roughly 2 km in the middle atmosphere. Geomagnetic activity was kept at ‘quiet’ conditions throughout the simulation, while solar flux conditions were allowed to vary in order to represent solar maximum and minimum
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conditions (Arnold and Robinson, 1998). They found little difference between solar minimum and maximum forcing in the summer hemisphere, whereas the northern winter hemisphere displayed pronounced differences between the two states, including a change in zonal-mean zonal wind of ~20 ms$^{-1}$ at the edge of the winter vortex. Based on the results of the model, Arnold and Robinson (1998) concluded that the longer radiative timescales associated with winter allow planetary wave effects in the thermosphere to accumulate, which then subsequently ‘feedback’ onto stratospheric circulation via further planetary wave activity.

The suitability of this mechanism to the relationship described within this thesis is further evident when the results of Arnold and Robinson (2001) are considered. Arnold and Robinson (2001) used a similar model as the one in Arnold and Robinson (1998), but this time performed a series of simulations for varying geomagnetic activity conditions, ranging from Ap values of one to 61. Figure 5.24 shows the 10-day mean zonal average differences in temperature and zonal wind, derived from their model, associated with varying geomagnetic activity conditions (from their figures 1 and 2). Note, in 5.24a, the temperature decrease in the northern polar region at an altitude ~35 km of up to 4°K. Outside of this area, and below 60 km altitude, temperature changes are minimal. Compare now the result of Arnold and Robinson (2001) shown in Figure 5.24a with Figure 5.12, which shows a December decrease in temperature of ~5°K concentrated at the northern polar area, at an altitude of 25 km. Outside of this region temperature changes associated with geomagnetic activity are negligible. The modelled results of Arnold and Robinson (2001) and the observations presented in Figure 5.12 for December differ only in the altitude of the temperature changes. Although the observational results presented in this chapter, derived using the NCEP/NCAR reanalysis data, are limited to altitudes below 30 km, the spatial pattern of the northern polar vortex temperature response to geomagnetic activity shows a strong similarity to the modelled results.

This similarity is also evident for the zonal-mean zonal wind composites shown in Figure 5.4, for December, and the Arnold and Robison (2001) model results shown in Figure 5.24b. The model results show an increase in zonal-mean zonal wind, of up to 7 ms$^{-1}$ around 40°N (Arnold and Robinson, 2001).
extends down to ~40 km in altitude, and poleward nearly to 90°N. The positive changes associated with geomagnetic activity in the model are flanked to the south by minor decreases of zonal-mean zonal wind of ~2 ms⁻¹, also extending down to an altitude of ~40 km. The December results in Figure 5.4 also show a dipole-like pattern of zonal-mean zonal wind differences, with a negative response south of 45°N ranging up to ~4 ms⁻¹ and a positive response centred on ~65°N which exceed 13 ms⁻¹. Although the observed differences presented in this thesis occur lower in the atmosphere and are of higher magnitude than the modelled differences of Arnold and Robinson (2001), the spatial similarities strongly support the conclusion that coupling between the upper and middle atmosphere is the source of the stratospheric signature of geomagnetic activity discerned within this chapter.

The differences between the altitudinal pattern of the observed and modelled results may be due to the role that stratosphere-troposphere coupling plays in the winter stratosphere, or could be a result of the limitations of the model used in Arnold and Robinson (1998, 2001). How can this mechanism accommodate the temporal pattern and the possible role of stratospheric aerosols? Arnold and Robinson (1998) indicated that “The level of planetary wave activity is shown to be a key process in determining the extent to which the stratosphere is able to respond to changes in the lower thermosphere.” (page 74). Based on the results of this chapter, it is therefore hypothesized that the presence of stratospheric aerosols, which increases the latitudinal temperature gradient of the stratosphere (Robock, 2001), strengthens the polar vortex. This subsequently should allow stronger planetary wave propagation from the stratosphere into the upper atmosphere, thereby increasing the stratospheric response to thermospheric changes. A similar concept facilitates the QBO east phase modulation of the relationship by allowing tropospheric planetary wave activity to propagate higher (and more poleward) into the stratosphere. The temporal pattern of the correlations in chapter three is therefore the result of stratospheric aerosols allowing the stratosphere and mesosphere/thermosphere to couple to such an extent that geomagnetic activity changes become relevant to the lower atmosphere. Without stratospheric aerosols ‘priming’ the stratosphere for planetary wave propagation into the thermosphere it may be that the coupling of the upper and middle atmospheres described in Arnold and
Robinson (1998, 2001) is not strong enough to allow geomagnetic activity effects to overcome some threshold below which a tropospheric response is lacking.

5.6 Discussion

The zonal-mean correlations presented within this chapter were performed to evaluate mechanisms and to a lesser extent, verify relationships in chapter three. They can also be viewed, however, as solar-climate studies within themselves. The availability of the NCEP/NCAR reanalysis data presents a unique opportunity for solar-climate researchers to examine spatial patterns of potential relationships. In this case, changes in zonal-mean zonal wind and temperature were evaluated, for each month separately, from the surface to altitudes of approximately 30 km. The scope of this study is therefore relatively large, especially when compared to studies that use indices alone to parameterise atmospheric changes. It must remembered, however, that if the results of chapter five are to be used as observational evidence of a solar climate relationship then the statistical significance must be adjusted accordingly to accommodate serial correlation. This is an overwhelming task, as there are 1,241 correlations for each month, each with its own $N_{eff}$, and there are over 110 ‘months’ of correlations, meaning that over 136,510 $N_{eff}$ values would have to be calculated and the statistical significance of each one represented individually within the appropriate figures.

Since the relationship between geomagnetic activity and annular modes described in this thesis is novel, none of the mechanisms found in the current literature are perfectly suited to the relationships. Figure 5.25 presents an updated schema of possible mechanisms for both the southern and northern hemispheres, even though it is clear that different mechanisms operate between the hemispheres. In Figure 5.25, the most likely mechanism has been highlighted in green. The analyses of this chapter have been successful in constraining potential mechanisms and excluded some mechanisms based on the insights discovered herein. The figure acknowledges that geomagnetic activity influences tropospheric climate via stratospheric circulation. The role of the stratosphere in the southern hemisphere is different, largely because it does not involves the polar vortex and is not as obvious in the results.
In the northern hemisphere during the early winter, geomagnetic activity induced changes to the meridional temperature gradient of the stratosphere, especially evident in the polar vortex, alters the zonal wind regime at the edge of the polar vortex (~60°N). During January, when the stratosphere and troposphere are coupled, the zonal wind changes propagate to the troposphere and influence the Arctic Oscillation. This link only occurs during the east phase of the QBO because planetary waves are propagating higher into the atmosphere during this phase and therefore interacting better with the stratospheric changes, or possibly because the December changes in the stratosphere are maintained/supported by the QBO east phenomenon. Once the stratosphere and troposphere are coupled in January, the geomagnetic influence on the stratospheric polar vortex is lost to the effect of upward propagating planetary waves. The geomagnetic signature is therefore shifted polewards in February and not evident in later winter months. This indicates that geomagnetic activity influences the stratosphere only in the early boreal winter, and does not renew its influence on the lower atmosphere throughout the rest of the winter. The source of the December/January stratospheric temperature changes (which occur in the southern hemisphere as well) can confidently be attributed to coupling between the upper atmosphere and the middle atmosphere, as described in Arnold and Robinson (1998, 2001).

In Figure 5.25, the alternative source of the stratospheric circulation changes, that geomagnetic activity is directly or indirectly influencing ozone concentrations within the polar vortex, has been left open as a possibility because of the vague and contradictory nature of geomagnetic-ozone studies. If it is assumed that geomagnetically-induced ozone changes are responsible for stratospheric zonal-mean zonal wind and temperature changes associated with geomagnetic activity then the stratospheric aerosol ‘twilight effect’ can explain the temporal pattern. In this scenario, the seasonal aspect of the northern hemisphere results is partly due to the solar zenith angle required, the twilight effect being suitable only in winter. Overall, however, this mechanism is much less refined than the previously described one and while it warrants further investigation and modelling, it is not the preferred explanation for the relationship described in chapter three.
In the southern hemisphere, it seems that ozone may play an important role in the geomagnetic activity coupling to the troposphere, despite the fact that the link between geomagnetic activity and ozone is ambiguous and unclear. The reasons for this have been mentioned previously. The appropriate mechanism is described in Haigh (1996) and has been reviewed in earlier sections of this chapter. The Haigh mechanism is more viable than the ozone forcing via the southern stratospheric polar vortex described in Thompson and Solomon (2002), largely because a strong geomagnetic activity signature is not seen at the southern pole. The main limitation of both mechanisms is their inability to explain the temporal pattern of the correlations in the southern hemisphere. Unless stratospheric aerosols play some part in facilitating the geomagnetic influence on ozone, or prime stratospheric circulation in some way that makes it receptive to geomagnetic activity changes, it is difficult to accommodate the temporal inconsistency of the correlations. The seasonal pattern is also difficult to explain. The ozone induced changes outlined in Thompson and Solomon (2002) are restricted to the stratosphere during March and impact on the troposphere during April and May. The Haigh mechanism has been described only during January. Therefore, neither mechanism accommodates the March tropospheric correlations perfectly.

The alternative explanation is that the geomagnetic activity signature in the southern hemisphere is the result of the large-scale circulation changes associated with the solstice circulation in the middle and upper atmosphere. Once again, however, it is difficult reconciling this scenario with the seasonal and temporal aspects of the results. Future research would be best directed at determining if the southern hemisphere effect is real, before employing any further effort on potential mechanisms.

5.6.1 Prediction

Scientific prediction has two main uses, validation and guidance (Sarewitz and Pielke, 1999); it serves as a test of scientific hypotheses and as a guide for decision-making. In this latter scenario, climate prediction has the potential to provide significant socio-economic benefits especially in agricultural endeavours (Jones et al., 2000; Ogallo et al., 2000). The successful application of solar-climate relationships to the prediction of climate change, on either daily, seasonal, interannual, or long-term timescales would
confirm the reality of the relationships, many of which are controversial, and if successfully applied to agricultural or ecological systems, it would confirm their practical significance.

This section examines the predictive value of the relationship described in this thesis. In hindsight, one example of the predictive potential for this relationship involves the interplay between decadal and interannual variability. For example, the uncharacteristically low NAO index values between 1995 and 1997 (refer to Figure 3.3) have prompted the mistaken speculation that the recent NAO warming has ended, and that the NAO may have switched to a cool (low index) regime (see, for instance, Keller, 1999). This is clearly a case where the knowledge that geomagnetic activity significantly forces the NAO at decadal and interannual timescales is of benefit. Knowing that the average annual AA index value was also lower than usual for those years, and that a geomagnetic activity maximum was approaching, suggests that it is presumptuous to assume a long-term shift in the NAO because a decadal maximum in NAO values should have occurred.

Of course, there are other possible explanations for the behaviour of the NAO at interannual timescales. Dong et al. (2000), for instance, attribute the change in North Atlantic climate, between 1997/1998 and 1998/1999, to sea surface temperature changes associated with ENSO. Although sea-surface temperature changes do not necessarily explain the earlier low NAO index values in 1996/1997, this example shows that the somewhat limited (both in magnitude and seasonality) correlation between geomagnetic activity and the NAO means that other causes cannot automatically be ruled out. Furthermore, it demonstrates that atmosphere-ocean coupling, such as sea surface temperature forcing, may also be an important source of interannual variations in the NAO. It is therefore worthwhile comparing, in retrospect, the usefulness of geomagnetic forcing to that of ocean forcing for the prediction of the North Atlantic Oscillation.
This analysis is performed by comparing, in hindsight\textsuperscript{64}, the predictive usefulness of the geomagnetic activity index to the results of Rodwell et al. (1999), who used a general circulation model (GCM) of the atmosphere over the north Atlantic and Europe to examine the use of sea surface temperatures for decadal and interannual prediction. Focusing on the December to February season, they simulated atmospheric conditions in response to ocean forcing from 1947 to 1997. Their simulated NAO index correlates well with the observed NAO, $r = 0.41$ for the original (unfiltered) curves and $r = 0.74$ for decadal variations. How do these correlation coefficients compare to those for the AA-NAO and AA-NAM indices for the same period?

Correlations between the original and decadal variations, for the same period and calculated in the same manner, are shown in Table 5.5. Note that Rodwell et al. (1999) derived their decadal variations using a 1-2-1 binomial filter, applied to the original data three times – the same filter was used here in constructing Table 5.5. The table shows the DJF seasonal value, to compare with that of Rodwell et al. (1999), as well as the JFM value, for which the AA-NAO/NAM relationship is strongest. Although somewhat diminished from the values presented in chapter three, the correlations between the geomagnetic AA and NAO indices are roughly equivalent to those between the simulated NAO index of Rodwell et al. (1999), which incorporate ocean-atmosphere interactions involving sea surface temperature and sea ice concentration feedbacks, and the observed NAO. The JFM AA-NAO correlation is larger ($r = 0.49$) than the sea surface temperature forcing for DJF. Furthermore, the QBO modulation of the geomagnetic forcing has not been incorporated into these analyses, thereby limiting the magnitude of the interannual correlations. Allowing for serial correlation, the decadal correlations with the AA index are not significant at the 95% confidence level, while Rodwell et al. (1999) state that, allowing for persistence, their decadal correlation is significant at the 99.9% confidence level. Despite the contrast in the statistical significance of the results, the magnitude of the decadal correlations is also similar.

\textsuperscript{64} Known as ‘retrodiction’ (Sarewitz and Pielke, 1999)
Table 5.5. Comparison of the correlation coefficients between the observed NAO index and both the simulated NAO index of Rodwell et al. (1999) and the geomagnetic AA index. The table shows that the predictive value of the AA-NAO relationship is about as good as current methods based on sea surface temperatures. Note the similarity in the magnitude of the correlation coefficients for Rodwell’s modelled NAO and geomagnetic activity. Correlations that are significant at the 95% confidence level, allowing for the effective number of observations due to serial correlations, are in bold.

<table>
<thead>
<tr>
<th>Indices</th>
<th>Interannual</th>
<th>Decadal</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJF Simulated NAO (1947-1997)</td>
<td>0.41</td>
<td>0.74</td>
</tr>
<tr>
<td>(Rodwell et al., 1999)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DJF AA index (1947-1996)</td>
<td>0.38</td>
<td>0.70</td>
</tr>
<tr>
<td>JFM AA index (1947-1996)</td>
<td>0.49</td>
<td>0.73</td>
</tr>
</tbody>
</table>

The correlations presented here represent a relationship that affords a predictive ability for the NAO that is about as good as current simulations. The main drawback, however, is that interannual changes in geomagnetic activity are not as predictable as sea surface temperatures. The role of the QBO in modulating the geomagnetic influence will also limit the predictive value of the relationship. The dependence on the QBO east phase means that interannual variations in the NAO cannot be predicted for all years. Furthermore, the sea surface temperature forcing of the North Atlantic Oscillation is not temporally restricted, while geomagnetic forcing of atmospheric circulation appears to be an intermittent phenomenon. These are just some of the many points that limit the predictive value of the relationship described in this thesis. Other factors include the difficulty with predicting or modelling geomagnetic activity, the uncertainties relating to the appropriate solar-climate mechanism, which at this stage make it difficult to model geomagnetic forcing of the atmosphere, and the lack of a detectable relationship between geomagnetic activity and atmospheric circulation at daily timescales.

In September 1996, the NOAA Space Environment Center and the NASA Office of Space Science commissioned a scientific panel to evaluate prediction techniques for the coming solar and geomagnetic maximum (Joselyn et al., 1996). The panel’s objective was to “…predict the approximate total number and annual number of significant geomagnetic disturbances during Cycle 23.” (Joselyn et al., 1996; page 4), an objective they state that “is not widely studied in the scientific community.” (page 4). It can be noted, therefore, that while there are considerable efforts to predict geomagnetic activity
at very short timescales, there is not as much interest in the prediction of long-term
changes in geomagnetic activity. Lundstedt (1996) indicates that the use of artificial
neural networks is optimal, allowing for geomagnetic activity predictions up to 29 days
in advance. Further advances in geomagnetic activity prediction may therefore increase
the practical value of the relationship described in this thesis.

One aspect of the results that might successfully be exploited is the serial correlation in
the AA index, described in Table 5.1. Remembering, for example, that in the northern
hemisphere the geomagnetic forcing of atmospheric circulation is restricted to January
in monthly data, it may be possible to use the serial correlation in the monthly AA
index, centred on January, for prediction purposes. Table 5.6 shows the correlation
coefficients between the January AA index and all other months, up to 12 months lag.

The relatively high correlations suggest that some notion of January geomagnetic
conditions can be formed a number of months in advance, especially over one to three
months lag. Furthermore, the table shows that it can be determined, with a ~77% success rate, whether or not the January AA value will be above or below the long-term
mean (19.3 nT) based on the monthly AA value over a number of months lag. For
example, the table indicates that in 72% of cases, when the July AA index was above
19.3 nT, the AA index of the following January was also above 19.3 nT, and vice versa.
When extrapolated to changes in the actual NAO index, however, this technique only
picks the correct sign between 51% and 71% of the time. These percent of successful
‘predictions’ are shown in Table 5.6 and were calculated by comparing instances when
the January NAO index was above or below the mean NAO value (-0.10), to whether
the AA index, for various months at lag, was also above or below the mean. The months
of October and June show some potential for the prediction of the sign of the January
NAO index relative to the 1965-2000 NAO mean. The results of a one-sample sign test
(shown in Table 5.6) indicate a reasonable level of statistical significance ($\rho = 0.017$)
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65 See, for example, the review in Lundstedt, 1996 and the Chen IMF Prediction project at http://sec.noaa.gov/chen/index.html

66 From 1965 to 1998
associated with this crude prediction technique. The success of this technique is even greater when only years of QBO east data are considered. Using AA index values for either December or June allow a prediction rate of 88% when determining if the NAO index values for the following January will be above or below the mean. The rate of success based on these two months is greater even than the 75% achieved when January values from the previous year (i.e., one-year’s lag) are used. The link between December and January AA index values, and subsequently NAO index values, is a simple function of the serial correlation in the AA index and the strong decadal signal. The link between the June AA index values and the December values is probably related to the semi-annual variation of geomagnetic activity, which is centred (approximately) on the 25th of June and the 26th of December (Cliver et al., 2002).

Overall, however, there are several limitations preventing the use geomagnetic activity variations, at various timescales, for climate prediction. This is despite the fact that chapter three has thoroughly examined many aspects of the relationship. The main limitation relates to uncertainties regarding the appropriate mechanism and therefore the temporal pattern of the relationship.

Table 5.6 Rate of success for a crude prediction technique based on annual monthly AA index anomalies, and the serial correlation in the monthly AA index. The table demonstrates that the relationship described in chapter three has some predictive value, which warrants further investigation. The probability that each percentage has occurred due to chance is shown in the bottom row. The percentage values indicate the success at forecasting whether the January AA or NAO indices will be above or below the overall respective mean, based on the AA value of previous months. Note, for example, that the value of the NAO relative to the mean can be predicted 71% of the time using the June AA index value.

<table>
<thead>
<tr>
<th>Month</th>
<th>Dec</th>
<th>Nov</th>
<th>Oct</th>
<th>Sep</th>
<th>Aug</th>
<th>Jul</th>
<th>Jun</th>
<th>May</th>
<th>Apr</th>
<th>Mar</th>
<th>Feb</th>
<th>Jan</th>
</tr>
</thead>
<tbody>
<tr>
<td>r AA Above/Below (Mean Prediction Success Rate)</td>
<td>0.67</td>
<td>0.55</td>
<td>0.65</td>
<td>0.51</td>
<td>0.55</td>
<td>0.46</td>
<td>0.55</td>
<td>0.50</td>
<td>0.51</td>
<td>0.48</td>
<td>0.45</td>
<td>0.38</td>
</tr>
<tr>
<td>ρ (n = 35)</td>
<td>.0895</td>
<td>.0410</td>
<td>.0167</td>
<td>.4996</td>
<td>.4996</td>
<td>.1755</td>
<td>.0167</td>
<td>.1755</td>
<td>&gt;.9999</td>
<td>&gt;.9999</td>
<td>&gt;.9999</td>
<td>.0895</td>
</tr>
<tr>
<td>ρ (n = 35)</td>
<td>.0895</td>
<td>.0410</td>
<td>.0167</td>
<td>.4996</td>
<td>.4996</td>
<td>.1755</td>
<td>.0167</td>
<td>.1755</td>
<td>&gt;.9999</td>
<td>&gt;.9999</td>
<td>&gt;.9999</td>
<td>.0895</td>
</tr>
<tr>
<td>ρ (n = 35)</td>
<td>.0895</td>
<td>.0410</td>
<td>.0167</td>
<td>.4996</td>
<td>.4996</td>
<td>.1755</td>
<td>.0167</td>
<td>.1755</td>
<td>&gt;.9999</td>
<td>&gt;.9999</td>
<td>&gt;.9999</td>
<td>.0895</td>
</tr>
</tbody>
</table>
5.6.2 Causality

Tropospheric processes can influence the earth’s magnetic field. Karinen et al. (2002) investigated the ‘weekend effect’ in the magnetosphere, where differences in power consumption on the weekends are manifested in the magnetosphere due to power line harmonic radiation. Although they conclude that there is no evidence for such an effect, the notion that anthropogenic activity at the earth’s surface can influence the magnetic field raises questions about the order-of-effect for the results in chapter three. Even more problematic to the causality of the relationship is the fact that tropospheric and stratospheric circulation, in particular planetary wave activity, is manifested in indices of geomagnetic activity. Kohsiek et al. (1995) performed Fourier analyses on geomagnetic data from the mid-latitude northern hemisphere and found 10- and 16-day periodicities associated with planetary wave activity. Furthermore, Geller and Alpert (1980) indicated that changes in thermospheric wind below heights of 110 km result in changes in geomagnetic activity through dynamo action. Abraham et al. (1997) presented results indicating that the stratosphere and mesosphere are coupled by the QBO, and that the QBO in mesospheric winds is anti-correlated to the QBO in the stratosphere. Olsen and Kiefer (1995) described the influence of the QBO on lower thermospheric winds and geomagnetic variations, and noted that changes in zonal wind can explain the presence of a 27-month cycle in geomagnetic activity. Jacobi and Beckmann (1999) demonstrated that, between 1979 and 1996, January-February mesopause zonal winds over Collm (15°E, 52° N) are strongly correlated \( r = 0.70 \) to the North Atlantic Oscillation. These findings show that changes in tropospheric and stratospheric circulation are manifested in the mesosphere and thermosphere, where they can influence geomagnetic activity through the dynamo effect.

Although it is therefore clear that, to some degree, changes in geomagnetic activity result from planetary wave activity, this does not compromise the relationship described in chapter three. This study has used the AA index as a measure of geomagnetic activity. The AA index is a ‘planetary-scale’ index of geomagnetic activity (Ahn et al., 2000) and being antipodal, changes associated with planetary wave activity have a limited impact on the index because they are not mirrored in both hemispheres. That is,
local changes in geomagnetic activity due to mesopause winds will not be manifested in the AA index unless these changes are the same at both Hartland, in England, and Canberra, in Australia. Furthermore, dynamo effects due to mesospheric winds sourced from the lower atmosphere should be minor, if not negligible, compared to solar effects on the AA index. The dominant impact on geomagnetic activity is solar variability, as evidenced by the correlation of geomagnetic activity to the sunspot number and the importance of solar events to the state of the geomagnetic field. The findings of *Kane (1995)* support this view. Although *Kane (1995)* found a QBO signal in ionospheric parameters (and planetary geomagnetic activity) that is roughly similar to the 50 hPa atmospheric QBO, he concluded that the major variations in ionospheric parameters are nevertheless associated with the solar cycle.

The following analyses support this view. By correlating the QBO index to the geomagnetic AA index for January (when the AA/NAM relationship is strongest) it is clear that the relationship between the two geophysical parameters is negligible. When both QBO east and west data are included, the correlation coefficient between the AA index and the QBO is 0.12 ($N = 33$), which is not statistically significant at the 95% confidence level. Restricting the analyses to QBO east data only, which strengthens the AA/NAM correlations, also yields a non-significant correlation ($r = 0.33, N = 15$). This confirms the causality of the results in this thesis, and excludes a common QBO signal in January NAM and AA indices as an explanation for the results. Essentially, it reveals that changes in mesospheric wind associated with the QBO do not significantly impact upon the AA index.

The most convincing evidence that the cause-and-effect ordering assumed within this thesis is correct, however, is the seasonal pattern in the results for the northern hemisphere data. The geomagnetic activity signature occurs first in the December stratosphere and then in January in the tropospheric circulation. Even in November, zonal-mean temperature in the stratosphere of both hemispheres displays some correlation to geomagnetic activity, well before any tropospheric correlations are evident. This demonstrates that geomagnetic activity is forcing atmospheric circulation and not vice versa.
5.7 Conclusion

The relationship between geomagnetic activity and atmospheric circulation has the right cause-and-effect ordering to indicate that changes in solar activity, which are manifested as geomagnetic activity, impact upon atmospheric circulation and not vice versa. Subsequently, the geomagnetic activity signatures in zonal-mean zonal wind and temperature have confirmed the major findings of chapter three. Furthermore, the geomagnetic forcing described in this and other chapters has predictive value on both interannual and decadal timescales. This predictive value is tantamount to that associated with atmosphere-ocean forcing of the NAO (Rodwell et al., 1999), but is severely limited by the inconsistencies in the geomagnetic forcing of climate and the modulating effect of the QBO.

In terms of mechanisms, it is clear that the stratosphere-troposphere coupling plays an important role, while the ever-popular cloud-cover mechanisms (Veretenenko and Pudovkin, 1995; Tinsley, 1996a, b; Svensmark and Friis-Christensen, 1997) are irrelevant to the geomagnetic forcing of recent climate change. At least in the northern hemisphere, the geomagnetically-induced stratospheric circulation changes are sourced from the upper atmosphere (in the manner outlined in Arnold and Robinson, 1998, 2001), which is known to undergo large-scale changes in response to geomagnetic activity variations (Fuller-Rowell et al., 1997). Both the upper atmosphere circulation and ozone changes may also be relevant to the geomagnetic activity forcing of the Antarctic Oscillation.

Surprisingly, geomagnetic activity is not correlated to solar irradiance on monthly or daily timescales, which conflicts with one of the more commonly held notions that geomagnetic activity is a proxy of solar irradiance variations (Cliver et al., 1998). Furthermore, there is no evidence of a geomagnetic activity, and hence cosmic ray, influence on stratospheric aerosols at monthly timescales. Links between geomagnetic (or cosmic-ray) activity and ozone are unclear and warrant careful consideration in future studies.
6 Summary and Conclusions

6.1 Original contributions

Geomagnetic activity is generally not the index of choice for solar-climate researchers wanting to parameterise solar variability. Accordingly, the findings of this thesis contribute to a new understanding of solar-climate relationships. Rigorous statistical analyses have confirmed that geomagnetic activity influences atmospheric circulation in the northern hemisphere, as represented by the Arctic and North Atlantic Oscillations. Furthermore, it was revealed that geomagnetic activity is also relevant to the Antarctic Oscillation index in the southern hemisphere. Correlation coefficients between geomagnetic activity and atmospheric circulation indices are statistically significant despite the effects of serial correlation, and are evident at both decadal and interannual timescales. Furthermore, the magnitude of the correlations warrants the suggestion that the relationship is of practical significance to climate change.

There are specific features of these relationships that were not previously known, and indicate that the geomagnetic influence is different between the southern and northern hemispheres. In the northern hemisphere, there is evidence that the QBO modulates the relationship, which is discernable when the data are separated according to the phase of the QBO. A QBO influence is not evident in the southern hemisphere. Furthermore, geomagnetic activity has a strong signature in the lower stratosphere of the northern hemisphere, specifically during winter (DJF) months. A geomagnetic activity signature is lacking in the southern hemisphere stratosphere, which is instead found in the troposphere during March. Together, these points illustrate the fundamental interhemispheric differences that exist between the geomagnetic forcing of atmospheric circulation. The northern hemisphere relationship is a December-January phenomenon, in which the stratospheric polar vortex plays an important part and utilises stratosphere-troposphere coupling to influence atmospheric circulation in the troposphere. The southern hemisphere relationship is an autumn phenomenon, though the geomagnetic activity signature in the September zonal-mean data suggests it may be an equinoctial
occurrence, and a stratospheric contribution is not obvious. In both cases, ozone changes induced by geomagnetic activity may also form part of the mechanism.

The research within this thesis has also addressed some of the technical recommendations and key scientific questions listed in the *NASA Workshop on Sun-Climate Connections (Summary Report)*, held during March 2000. Specifically, recommendation 3.2E, which states that “The effects of solar variability must be studied location-by-location and season-by-season…” (page 6), has been addressed by the spatial and seasonal analyses presented in chapters two, three, and five. Recommendation 3.2F, which indicates that there is a “…need to develop predictive capability” (page 7) has also been addressed by chapter five, though in somewhat of a different manner to the workshop recommendations. Some of the key scientific questions from the summary report sections 4.1A and 4.1C were also addressed within this thesis. Namely, the first key scientific question in 4.1A asks “What is the share between influences of changes in magnetic fields and changes in the thermal structure of the sun?” (page 8), and this has been addressed, in part, in chapter three when the correlations between geomagnetic activity and atmospheric circulation were compared to those between the sunspot number and atmospheric circulation. Questions within section 4.1C that have been addressed include “What is the geographic, vertical, and seasonal distribution of climate sensitivities and responses to direct and indirect solar forcings?” (page 11), which was addressed in chapter five, and “Are different climate responses/processes at work at different time scales of solar forcing?” (page 11), which has been addressed throughout the entire thesis.

This thesis has also contributed to the field of solar-climate studies by demonstrating the benefits associated with the examination of various aspects of climate relationships. Specifically, examining temporal, spatial, seasonal, timescale, and lagged components of relationships is fruitful and should be done for other relationships within the field. The use of cumulative sums and sliding correlations has objectively defined the temporal nature of the relationship – in both hemispheres it was found that geomagnetic forcing is largely restricted to 1963 onwards. Without considering the temporal nature of the results, the link between geomagnetic activity and the Arctic Oscillation would not be evident since correlations over the entire record are negligible. Examination of
the spatial pattern of the results, especially in the manner performed in chapter five, served to either confirm or deny the relationships outlined in chapter three, which were based on indices of atmospheric circulation only. Furthermore, an understanding of the spatial pattern provided a tremendous insight into potential mechanisms, as demonstrated in chapter five. Similarly, the use of monthly and seasonal data allowed for the detection of relationships that have a strong seasonal component, which may otherwise have been overlooked in annual data. It also provided insights into mechanisms, and dispelled the notion that solar-climate relationships are purely a winter phenomenon. The examination of the relationship at various timescales (decadal, annual, daily) is more readily accomplished when geomagnetic indices, rather than sunspot or solar flux data, are used to represent solar variability. As well as assisting with investigating mechanisms, the results for various timescales allowed the predictive value of the results to be understood. Similarly, an understanding of the relationship at various lags not only helped to constrain possible mechanisms, but also proved useful for prediction.

6.2 Comparisons

The relationship described in chapter three is unique when compared to other solar-climate relationships. In their review of solar-climate relationships, Friis-Christensen and Svensmark (1997) suggest that the field suffers not only from the lack of a physical mechanism, but also because the solar activity parameter behind the relationships has not been identified. The results of this thesis present evidence that multiple solar activity parameters are relevant to climate change. This thesis has shown that the geomagnetic activity influence on atmospheric circulation is separate to the solar-cycle length forcing of climate and unrelated to the solar cycle forcing of the stratosphere (see Appendix E) as described in Labitzke and van Loon (2000). In fact, analyses presented in chapter two have shown that the geomagnetic AA index is not a suitable proxy of solar irradiance flux at daily or monthly/annual timescales. Furthermore, results of analyses presented in chapter two comparing solar-cycle length and geomagnetic activity do not necessarily concur with the view that the solar-cycle length is “…an alternative proxy for solar magnetic activity.” (Reid, 1999; page 10). Indices of solar-cycle length are well
correlated to geomagnetic activity indices, but it is not clear whether the correlations are strong enough to suggest that the two are interchangeable.

Geomagnetic forcing of atmospheric circulation is also unrelated to the relationship between long-term temperature changes and geomagnetic activity, which does not show the same temporal, spatial, or seasonal pattern. The long-term relationship may be due to the solar irradiance forcing described in Lean and Rind (1999). This is because although geomagnetic activity is not a proxy for solar irradiance on short timescales, the overall trend in solar irradiance is matched by long-term geomagnetic activity changes, even though the two are different heliophysical phenomena.

6.3 Limitations

This thesis has examined a broad range of issues in the field of solar-climate relationships and consequently has encountered numerous limitations. This section discusses the specific limitations of the research presented within this thesis, as well as the general limitations within the field.

One of the major limitations is the attempt, within this thesis, to explain the temporal pattern of the correlations in chapter three. It has speculatively been attributed to stratospheric aerosols, largely because of the temporal coincidence of both phenomena, and also because there is some theoretical backing for such a suggestion. It is also difficult to determine the solar origin of the changes observed in chapter five, and subsequently, which aspect of geomagnetic activity is pertinent to atmospheric circulation. The similarity between cosmic-ray flux, interplanetary magnetic field and solar wind variations, and sunspot and solar irradiances changes, requires careful consideration when attempting to establish which aspect of solar activity is relevant to climate. This thesis has demonstrated that the solar phenomena most commonly associated with climate change, solar irradiance and cosmic rays, are not relevant to the geomagnetic forcing of atmospheric circulation. More work in this area is required, however.
This thesis has paid particular attention to the statistical rigour of the results and, where feasible, followed Pittock’s guidelines – but will it be enough to convince sceptics? Siscoe (2000) reports a variety of impacts that solar activity has on the ‘cyberlectrosphere’. These are accepted because the cause and effect is clear and the impacts are tangible. This thesis has described a solar-climate relationship that, in addition to those already evident in the literature, suggests that solar activity has a variety of impacts of climate. The cause and effect (i.e., mechanism), however, is not fully developed and the impacts are not always tangible because, as Haigh (2001) points out, it is difficult to separate solar effects from other climate effects.

### 6.4 Future research/Recommendations

The use of atmospheric models is one way in which the previously mentioned limitations might be overcome, especially with the evaluation of potential mechanisms. For other researchers, modelling has provided valuable insights into solar-climate relationships (for example, Haigh, 1996, 1999; Arnold and Robinson, 1998, 2001; Shindell, 2001b), and for the understanding of the annular modes (as described in Moritz et al., 2002). Modelling the effects of geomagnetic activity on climate should prove even more fruitful, largely because geomagnetic variations operate over broader timescales than solar cycle changes. The suitability of known geomagnetic activity impacts, such as upper atmosphere dynamic and chemical changes, could be tested using atmospheric circulation models that extend beyond the middle atmosphere down to the boundary layer. The relative importance of geomagnetic activity induced effects such as ion drag, joule heating, and chemical composition changes could then be modelled for high and low geomagnetic activity conditions. In this regard, the findings of this thesis could help to constrain and guide modelling attempts, and the zonal-mean correlations presented in chapter five represent observational results for the lower atmosphere against which model output could be verified. The use of models, therefore, should be the next step in the examination of solar-climate relationships involving geomagnetic activity.
6.5 Conclusions

Chapter three examined the possible role that geomagnetic activity has played in recent climate change via the annular modes and found that:

1. The onset of solar-modulated geomagnetic forcing of the Arctic and North Atlantic Oscillations coincides with a regime shift in northern hemisphere climate. Solar activity can therefore explain the enigmatic features of climate in the North Atlantic region since the early 1960s.

2. Interannual variations in the Arctic and North Atlantic Oscillations need no longer be considered as ‘climatic noise’. From 1965 to 1997, and for Januaries in which the QBO is eastwards, the geomagnetic AA index is highly ($r = 0.85$) correlated to the Arctic Oscillation, indicating that the interannual variations are not stochastic in origin.

3. Similarly, the positive trend in the Arctic and North Atlantic Oscillations, evident since the beginning of the regime change and associated with decadal variations, is also deterministic and is forced by geomagnetic activity. The uncharacteristic low in the geomagnetic AA index in the 1960s is matched by a similar period of low values in indices of the Arctic and North Atlantic Oscillations and both the AA and atmospheric circulation indices exhibit an increasing trend from that time onwards. This may mitigate, to some extent, the importance of anthropogenic forcing of Arctic and North Atlantic climate change.

4. The degree to which changes in the North Atlantic Oscillation are attributed to atmosphere-ocean coupling may also need revision, as geomagnetic activity changes are of practical importance to the North Atlantic Oscillation on both decadal and interannual timescales.
5. The geomagnetic forcing of the Arctic and North Atlantic Oscillations is strongest during January, limited to 1965 onwards, and evident only during QBO east conditions. This has helped to constrain potential mechanisms.

6. Geomagnetic forcing is also evident in the Antarctic Oscillation. A similar temporal pattern is evident, suggesting that the onset of geomagnetic forcing of the lower atmosphere was a global event. More research into the effects of solar and geomagnetic activity in the southern hemisphere is warranted.

Chapter four continued the examination of the link between geomagnetic activity and the annular modes at daily timescales using superposed epoch analysis. It also tested for a solar-flare effect in indices of the Arctic and Antarctic Oscillations and found that:

1. There is no evidence for geomagnetic forcing of atmospheric circulation at the daily timescale. This is because geomagnetic forcing of the troposphere occurs through non-linear processes via the thermosphere and stratosphere. Accordingly, the impact of geomagnetic activity on atmospheric circulation occurs as an accumulation of subtle events and cannot be distinguished on an event-by-event basis.

2. The superposed epoch analysis method is unsuited to the examination of atmospheric data with a strong noise component and many of the published results based on this technique warrant re-evaluating.

Chapter five considered possible mechanisms and found that:

1. Geomagnetic activity influences northern hemisphere circulation via the stratospheric polar vortex and subsequently that the stratospheric changes originate in the thermosphere/mesosphere. Planetary wave activity plays an important part in linking geomagnetic activity to the troposphere. This means that the more common solar-climate mechanisms, involving cloud cover changes or ultraviolet radiative forcing, are not relevant to the geomagnetic activity forcing of recent climate change.
2. Geomagnetic activity forcing of the southern hemisphere circulation also involve stratospheric circulation (but not the polar vortex), which may originate due to ozone changes or upper atmosphere circulation.

3. Geomagnetic activity is not a proxy for solar irradiance on either monthly or daily timescales. Furthermore, the sunspot number is at best moderately ($r = 0.61$) correlated to solar irradiance variations at monthly timescales.

4. The relationship between geomagnetic activity and atmospheric circulation in the northern hemisphere affords some predictive ability, indicating that the relationship is strong enough to be of practical significance.

Supplementary analyses presented in chapter two and in the appendices revealed that:

1. Geomagnetic activity forcing of atmospheric circulation operates independently to other solar-climate relationships, such as the link between solar-cycle length and surface temperature and the link between the solar-cycle and stratospheric temperature. The assumptions and criticisms applicable to other solar-climate relationships cannot be automatically transferred to geomagnetic-climate relationships.

Overall, this thesis has achieved its main aim of evaluating the role that solar-modulated geomagnetic activity has played in recent climate change, and found that the impact of geomagnetic activity on the climate of the lower atmosphere cannot be ignored.
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Appendix A

A1. Intradiurnal surface pressure variations at Aberdeen

Stagg’s (1931) striking results showing that surface pressure at Aberdeen varied with geomagnetic activity are unique because: (a) the variations are intradiurnal and are not evident when daily data are used, (b) the timing of the relationship is unique – there is no delay in the response in atmosphere pressure to geomagnetic activity, and (c) the magnitude of the response is modulated by sunspot activity – the greatest response is evident during solar minimum.

It is surprising that no relationships similar to Stagg’s have been discussed in the 70 or so years of literature since then. The aim of the analyses presented here is to explore Stagg’s findings and to extend the temporal scope of his study using modern data. For that purpose, atmospheric pressure data for Aberdeen were obtained from the UK Meteorological Office (courtesy of Graham Bartlett). The data span 1921 to 1995, and therefore encompass the years of Stagg’s study (1922 to 1928). Unfortunately, hourly data are not available and therefore the Aberdeen data used in this study are six-hourly (6h, 12h, 18h, 24h GMT). Values for 12h GMT were of interest as these correspond most closely to the forenoon maximum in Stagg’s results. Another notable difference is that the geomagnetic AA index is used in this study, instead of data from De Bilt. It is also important to note that there are some inconsistencies in the pressure data (missing values/mislabelled times) that might have some bearing on the results. In all other regards, the methods employed here are similar to those of Stagg (1931). The five days of highest and lowest geomagnetic activity for each month were selected and mean diurnal inequalities of atmospheric pressure values for these days at 12h were isolated and averaged for each year. It was found that there is no striking variation in atmospheric pressure at 12h in both the entire dataset (1921-1995) and the subset corresponding to Stagg’s study (1922-1928), and also that the state of the sunspot cycle has no influence on the results, shown in Figure A1. The figure also shows the temporal nature of the results by plotting the averages for each year. The statistical significance of the results has been tested using paired $t$-tests ($\alpha = 0.05$), comparing the yearly averages of the mean diurnal inequalities for the five highest and lowest geomagnetic AA index days of each month. The six years in which the differences are statistically significant are marked in Figure A1 using solid columns. Given the number of years ($N = 75$), the six significant years barely exceed the 5% of cases expected to be significant solely due to chance. Overall, the results indicate that there is no appreciable difference in atmospheric pressure at Aberdeen associated with geomagnetic activity.

A2. Geomagnetic activity and long-term temperature changes – seasonal aspects

An examination of seasonal dependencies, through the use of monthly data, indicates that there is no seasonal signal in the geomagnetic activity forcing of either southern or northern hemisphere temperature
data. The correlation coefficients between geomagnetic activity and hemispheric temperature, for each month, are shown in Table A1. All indices have been smoothed using an 11-point moving average filter, and consequently the effective number of observations for these correlations does not exceed two for any month. Accordingly, none of the correlations are statistically significant at the 95% confidence level. The correlations are generally of a similar magnitude as the annual global temperature-AA index correlations, though the northern hemisphere correlations are slightly lower. If there is, in fact, a relationship between solar-modulated geomagnetic activity and temperature then the influence of anthropogenic climate change, which is more pronounced in the northern hemisphere, can explain the reduction in the correlation coefficients.

The temporal nature of the correlations was also examined using 11-point sliding correlations. The results (not shown) reveal that all monthly correlations are temporally inconsistent, indicating once again that it is only the long-term trend that is shared between solar and temperature variations.

![Figure A1. Differences in mean diurnal inequalities in Aberdeen surface pressure at 12h GMT for days of high and low geomagnetic activity. See text for details.](image)

**Table A1. Correlation coefficients between long-term changes in monthly northern and southern hemisphere temperature records and the AA index.** All indices have been smoothed using an 11-point moving average. The effective number of observations does not exceed two for any month. Consequently, none of the correlations are statistically significant at the 95% confidence level. Furthermore, there is no clear seasonal signal in the monthly results. The northern hemisphere correlations are generally lower than the corresponding southern hemisphere correlations.

<table>
<thead>
<tr>
<th></th>
<th>JAN</th>
<th>FEB</th>
<th>MAR</th>
<th>APR</th>
<th>MAY</th>
<th>JUN</th>
<th>JUL</th>
<th>AUG</th>
<th>SEP</th>
<th>OCT</th>
<th>NOV</th>
<th>DEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(T_{NH},AA)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11-pt moving averages</td>
<td>0.85</td>
<td>0.89</td>
<td>0.78</td>
<td>0.86</td>
<td>0.83</td>
<td>0.92</td>
<td>0.75</td>
<td>0.84</td>
<td>0.70</td>
<td>0.86</td>
<td>0.86</td>
<td>0.88</td>
</tr>
<tr>
<td>$r(T_{SH},AA)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11-pt moving averages</td>
<td>0.77</td>
<td>0.80</td>
<td>0.77</td>
<td>0.87</td>
<td>0.82</td>
<td>0.84</td>
<td>0.71</td>
<td>0.73</td>
<td>0.79</td>
<td>0.86</td>
<td>0.73</td>
<td>0.87</td>
</tr>
</tbody>
</table>
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Appendix E. A comparison of stratospheric relationships

The geomagnetic activity signature in the stratosphere was revealed, in chapter five, through correlations in zonal-mean zonal temperature data. This section uses correlations between the AA index and temperature data for various heights to demonstrate that the geomagnetic activity signal in the stratosphere is different to that of the solar cycle, which has been described in van Loon and Labitzke (1999) and in other studies by those authors. The results indicate that the relationship described in chapters three and five is separate to other solar-climate relationships described within the literature.

Figure E1a and E1b, which are from van Loon and Labitzke (1999), show the correlation coefficients between the 10.7 cm solar flux and 30 hPa temperatures from 1968 to 1996. In Figure E1a van Loon and Labitzke (1999) have used data for June and July to show that the maximum correlations occur between 10° and 50° in the northern hemisphere – this corresponds to the time and location of maximum solar irradiance. Similarly, Figure E1b shows that the strongest correlations for the southern hemisphere during summer (December and January) occur between low and middle latitudes. Figure E2 shows the corresponding correlations when the AA index is used instead of the 10.7 cm flux for the December-January data. Note that for these calculations, the AA index has been smoothed using a five-point moving average to remove interannual variations. As Figure 2.13 has indicated, the AA index contains variations at interannual timescales that are not evident in the solar cycle (and hence also the 10.7 cm solar flux). If the raw (unsmoothed) AA index is used, the correlation coefficients are overwhelmingly low and indicate that geomagnetic activity does not have a strong signature in temperature changes at the 30 hPa level. Correlations using smoothed data are comparable to those presented in van Loon and Labitzke (1999).

For the December-January average, the main difference is that the maximum correlations occur further south when the smoothed AA index is used rather than the solar flux. This is evident when the $r = 0.5$ contour line is observed. For the AA index correlations, the 0.5-contour is much larger and is located at high southern latitudes. The corresponding solar-flux correlations are greatest in the southern mid-latitudes. The June-July results are not shown because there are practically no correlations that exceed 0.4. This contrasts sharply with the results of van Loon and Labitzke (1999), shown in Figure E1a, which shows a broad area of correlations above 0.4 in the northern hemisphere during these months. It also highlights the strong seasonality evident in the geomagnetic forcing of the atmosphere, which is concentrated in the boreal winter/austral summer months.

These results demonstrate that the comprehensively documented relationship between the solar flux and stratospheric temperature, as described in the series of publications by Labitzke and van Loon (outlined in chapter two), is a different relationship to that of geomagnetic activity and the stratosphere. It must be noted, also, that the correlations presented in this section for the AA index do not play an integral part in the relationship described in chapter three, which is instead focused at lower levels of the stratosphere and has a stronger signature at interannual timescales.
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Abstract

We consider various aspects of the link between solar-modulated geomagnetic activity and the Northern Annular Mode (NAM). Our results indicate that the geomagnetic forcing of atmospheric circulation in the northern hemisphere is temporally and seasonally restricted, modulated by the Quasi-Biennial Oscillation (QBO), and reliant on stratosphere-troposphere coupling. When the data are restricted to January values after 1965, for years in which the January QBO is eastwards, the correlation coefficient between the geomagnetic AA index and the NAM is 0.85. These results can account for many of the enigmatic features of northern hemisphere circulation.

1. Introduction

Changes in atmospheric circulation, as represented by the Northern Annular Mode (NAM), impact upon global climate. Despite the important role that the NAM and the closely associated North Atlantic Oscillation (NAO) index play in recent climate change (Hurrell, 1996; Thompson et al., 2000) their forcing mechanisms and behaviour are not well understood (Perry, 2000). For example, it is not clear to what extent changes in the NAO are an accumulation of stochastic weather events (Stephenson et al., 2000), the product of ocean-atmosphere coupling (Marshall et al., 2001), or the result of internal atmospheric dynamics, possibly originating in the stratosphere (Perlwitz and Graf, 1995). There are also a number of specific uncertainties about these atmospheric modes. Researchers note a period of uncharacteristically low values in the NAO and NAM indices between the 1950s and 1970s (Greatbatch, 2000), followed by a strong positive trend extending to the present day (Stephenson et al., 2000). Although Wunsch (1999) has described similar non-stationary periods in a synthetic NAO index, one cannot exclude the possibility that the recent changes in these indices of atmospheric circulation are deterministic. The literature also expresses uncertainty about the origin of decadal variations evident since the 1960s (Hurrell, 1995), the year-to-year winter persistence of anomalies (Stephenson et al., 2000), and the nature of interannual variations of the NAO (Feldstein, 2000).

There are a number of reasons to suspect that the aforementioned uncertainties can be explained in part by solar activity, as represented by geomagnetic activity. For example, geomagnetic activity also exhibits an uncharacteristic period of low values centred in the 1960s, and its power spectrum is dominated by decadal variations. The most compelling evidence that the recent changes in these atmospheric indices are related to solar-modulated geomagnetic activity is found in Bucha and Bucha (1998), who presented correlations linking the NAO to geomagnetic activity. However, many aspects of this relationship remain unexplored. These aspects relate to the nature of this relationship at different timescales, especially the interannual level, as well as its temporal and seasonal characteristics, and its possible dependence on the phase of the Quasi-Biennial Oscillation (QBO). In this paper, we test the hypothesis that geomagnetic
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activity is a significant forcing mechanism behind recent changes in northern hemisphere atmospheric circulation changes and examine the aforementioned aspects of the relationship.

2. Data and Methods

Monthly values of the (NAM) are provided online by David Thompson at the Annular Modes website (http://www.atmos.colostate.edu/ao/Data/ao_index.html). The monthly NAM indices used in our study span 1899 to 2000, and are the same as those used by Thompson and Wallace (2000) and Thompson et al. (2000). The geomagnetic AA index was obtained from the NOAA NGDC Solar Terrestrial Physics Division website (ftp://ftp.ngdc.gov/STP/SOLAR_DATA/RELATED_INDICES), and is available from 1868 to 1999. Monthly zonal-mean zonal wind and zonal-mean temperature data were created by averaging the appropriate variables from the NCEP/NCAR Reanalysis data set (Kalnay et al., 1996), available from the NOAA-CIRES Climate Diagnostics Center website (http://www.cdc.noaa.gov/cdc/reanalysis). The zonal wind and temperature data are available for 17 geopotential heights ranging from 1000 hPa to 10 hPa, and 2.5° intervals of latitude and longitude. The data for the QBO, which consist of equatorial 30 hPa zonal wind values, were obtained from the Joint Institute for the Study of the Atmosphere and Ocean (JISAO) website (http://tao.atmos.washington.edu/data_sets/qbo/) and are provided by Barbara Naujokat.

A five point unweighted moving average (i.e. with a half-width of two years) was used to facilitate the study of geomagnetic activity forcing of the NAM at different timescales. Decadal variations were isolated by applying the moving average to the year-to-year variations for each month for both the NAM and AA indices. Short-term (two- to five-year) variations were isolated by subtracting the smoothed data from the original indices. The use of the moving average resulted in the loss of the last two years of data. The decadal and interannual versions of the AA and NAM indices therefore only extend to 1997.

The results of Bucha and Bucha (1998) indicate that the relationship between the geomagnetic AA index and the NAO index, which is tantamount to the NAM index, is not constant over time. Therefore, the temporal nature of the relationship between the AA and NAM indices has been examined objectively for each month using sliding correlations for the decadal (smoothed) data and the cumulative sum of the squares of deviations for the interannual data. For the sliding correlations, 11-year windows were used so that at least one complete decadal cycle was covered, with one-year increments. The cumulative sums technique is demonstrated in Taylor et al. (2002), who used it to extract a weak climatic signal from ecological data. It involves calculating the sum of the squares of the differences between two normalised time series. The slope of the cumulative sums reflects the strength of the correlation, uncorrelated data results in a slope of two, while strong positive correlations produce a slope close to zero (Taylor et al., 2002).

One of Pittock’s (1978) guidelines to solar-climate researchers emphasises the need to “critically examine the statistical significance of the result, making proper allowance for… autocorrelation and smoothing...”. Serial correlation was taken into consideration when performing t-tests on correlation coefficients by replacing the actual number of observations with the effective number of observations ($N_{eff}$), which was calculated as follows (modified from Slonosky et al., 2000):

$$N_{eff} = N \times \frac{1 - |r_1r_2|}{(1 + |r_1r_2|)}$$

where $N$ is the total number of observations, and $r_1$ and $r_2$ are the lag-one serial correlation coefficients of the two time series under consideration. The original formula in Slonosky et al. (2000) does not use the absolute value of the lag-one serial correlations. In this study, it was found that the lag-one serial correlations for the atmospheric indices were sometimes negative, which lead to $N_{eff}$ values that were greater than the original $N$. The use of the absolute values avoids this anomaly. The use of $N_{eff}$ is
especially pertinent to the correlations involving smoothed data, as the smoothing processes greatly increases serial correlation in the data.

3. Results

The magnitude and sign of the sliding correlations (Figure 1) are highly variable with time, indicating that the relationship between geomagnetic activity and the NAM is temporally inconsistent, and that for most months and decades there is no link between the two geophysical parameters. One interval that stands out, however, is the period of positive correlations between the decadal January AA and NAM indices, from 1967 onwards. This indicates that decadal variations in the winter NAM (and NAO), evident since the 1960s, are in-phase with decadal variations in geomagnetic activity. There is also a period of consistently high negative correlations between the decadal August AA and NAM indices from 1930 to 1960. Since our aim is to examine the role of solar-forcing in recent, unexplained, winter circulation changes, we do not discuss the results for the August data further. We note, however, that the correlations for the August data between 1930 and 1960 are strong \((r < -0.60)\) on all timescales, and therefore warrant future attention.

The cumulative sums, calculated for the interannual data, show a similar seasonal and temporal pattern as the sliding correlations. The results for January (Figure 2), in particular, display intervals during which the interannual variations in the AA and NAM indices are correlated. The slope of the cumulative sums is shallow (and hence the correlations are strong) between 1940 and 1950 and from the early 1960s onwards.

For the original (unmodified) January AA and NAM indices, the correlation coefficient between the two series from 1965 to 1997 is 0.62 \((N_{eff} = 28)\), which is statistically significant at the 95% confidence level when \(N_{eff}\) is used. Correlations for the interannual variations for the same period \((r = 0.49; N_{eff} = 33)\) are also statistically significant 95% confidence level. The correlation coefficient for the 1965 to 1997 decadal data \((r = 0.82)\) does not yield statistically significant results due to the limited number of effective observations \((N_{eff} = 4)\). This is a result of the smoothing process employed to extract the decadal variations, which has enhanced the already high serial correlation in both the AA and NAM indices. The strong correspondence between the January AA and NAM indices, from the mid 1960s onwards, is shown in Figure 3. Correlation coefficients for other months, even December and February, are considerably lower and do not achieve statistical significance on any timescale.

When describing links between the solar cycle and the lower atmosphere, much of the modern literature indicates that the QBO plays an important role, modulating solar-climate relationships based on the direction of the QBO winds. Labitzke and van Loon (2000), in particular, noted that correlations between stratospheric geopotential heights and temperatures in the Arctic are positive during the QBO west phase, negative during the QBO east phase, and non-existent when the data are not separated according to the QBO phase. It is not clear, however, if geomagnetic forcing of the lower atmosphere is also contingent on the phase of the QBO, especially since the results so far have yielded statistically significant, relatively robust results without any consideration to the QBO.

A strong improvement in the results was evident, however, when the January data were separated according to the phase of the QBO (Figure 4). When the QBO phase is easterly, the January AA and NAM indices are strongly correlated \((r = 0.85, N = 15)\). This correlation is statistically significant at the 95% confidence level, and the improvement in correlation magnitude over the unseparated data is not a function of the reduced sample size. This is evident because the original January AA and NAM indices for QBO west data are poorly correlated \((r = 0.38, N = 18)\) and do not achieve statistical significance at the 95% confidence level. Incorporating the QBO into analysis for other boreal winter months did not appreciably improve the magnitude of the correlation coefficients.

Our analyses so far have revealed that strong correlations between the geomagnetic AA index and the NAM only occur in January, are restricted to periods after the early 1960s (though interannual variations
show some correspondence between 1940 and 1950), and are strongest during the QBO east phase. We now examine the spatial signature of geomagnetic activity forcing on zonal-mean zonal wind and temperature data from 1965-1997. Correlations between the unmodified AA index and zonal-mean zonal wind data from the NCEP/NCAR Reanalyses are shown, for December and January, in Figures 5a and 5b. In all cases, N = 33, requiring an approximate correlation coefficient of 0.35 for statistical significance at the 95% confidence level. The effective number of observations is not considered because the data have not been smoothed. These correlations include data for both phases of the QBO, and therefore incorporate all years from 1965 to 1997 in order to capture both the decadal and the interannual similarities between the AA and the NAM. When restricted to interannual data for the QBO east phase only, the signature of geomagnetic activity is generally the same but the January correlation coefficients are greater. The geomagnetic activity signature in the January zonal-mean zonal wind data matches that of the NAM. It is characterised by a broad area of positive correlations between 45° N and 65° N, and an area of negative correlations between 15° N and 40° N. Although these correlations extend beyond the troposphere into the lower stratosphere, statistically significant coefficients are limited to altitudes below ~20 km. The dipole pattern of correlations in December, however, is strongest in the stratosphere and is statistically significant only above altitudes of ~12 km. Christiansen (2002) indicated that zonal-mean zonal wind anomalies at a geopotential height of 10 hPa and a latitude of 60°N influence the phase of the Arctic Oscillation 30 days later. The correlations shown in Figure 5a for December encompass this area, and suggest that zonal-mean zonal wind variations resulting from geomagnetic activity can influence the January zonal wind field. The correlation between the geomagnetic AA index and the zonal-mean zonal wind at this particular point (60°N, 10 hPa) is 0.44. Correlations for other months (not shown) do not show a pattern similar to the NAM signature in zonal-mean zonal wind, and generally lack statistically significant correlations.

The zonal-mean zonal wind changes associated with geomagnetic activity are accompanied by the zonal-mean temperature changes shown in Figures 5c and 5d. In December, zonal-mean temperatures in the stratospheric polar night region (north of 60°N and above 10 km) are negatively correlated to the AA index. Many of the correlation coefficients in this area are statistically significant at the 95% confidence level. These correlations are matched by positive correlations south of 60°N, still above an altitude of 10 km. In January, the largest correlation coefficients, and subsequently the only ones that are statistically significant, are found lower in the northern atmosphere, below 10 km. This coincides with the spatial pattern of the maximum zonal-mean zonal wind correlations, and may reflect the downward propagation of geomagnetic activity induced anomalies from the stratosphere to the troposphere.

4. Discussion

There is a marked change in the NAM at the beginning of the 1960s associated with the onset of external forcing (Feldstein, 2002). By comparing the trend and variance of the winter NAM for the 1899-1967 period to that of the 1967-1997 period, Feldstein (2002) concludes that the interannual variability for the earlier period is derived from climate noise (i.e. internal forcing), and the latter period is characterised by external forcing. Feldstein (2002) associates the external forcing with either hydrosphere/cryosphere coupling to the atmosphere or a source external to the climate system, such as changes in stratospheric aerosol or ozone concentration. We conclude that solar-modulated geomagnetic activity represents the external process that has forced part of the recent changes in the NAM and NAO.

We therefore attribute some of the winter trend in the NAM index to solar processes associated with geomagnetic activity, which also display an increasing trend since the mid 1960s. Similarly, the period of uncharacteristic low NAM values can be attributed to a concurrent low period in the AA index. The origin of the interannual variations in the NAM and NAO can also be explained in part by this relationship, at least for winters in which the QBO winds are easterly. Our findings also reveal the origin of the decadal variations evident in North Atlantic climate parameters since the 1960s. Tourre et al. (1999) described a quasi-decadal frequency in sea surface temperature and sea level pressure variability in the Atlantic Ocean with a frequency of around 11.4 years. They presented a figure showing that, in recent years, variations at this frequency only occur after 1960 (see their Figure 1b), and indicated that it represents an extension of the North Atlantic Oscillation. Similarly, Venegas and Mysak (2000) note a change in sea ice concentrations and sea level pressures in the North Atlantic between 1950 and 1960.
Decadal variations in both of these climatic parameters are evident from 1960 onwards, but are predominantly a winter phenomenon. Through the analysis of northern hemisphere 500 hPa geopotential heights, Knox et al. (1988) describe a climatic jump around 1962 that marks the abrupt beginning of a different climate regime. The strong correlations between the January AA and NAM indices from 1965 onwards suggest that the onset of solar forcing of the northern hemisphere circulation may be the cause of this regime change and the source of the decadal variations in North Atlantic climate.

Our findings represent a solar-climate relationship that has practical, as well as statistical, significance, evidenced by the importance of the NAM to northern hemisphere climate. The crucial question now relates to how solar/geomagnetic activity is coupled to the lower atmosphere. Part of the mechanism is clear. Geomagnetic activity influences the zonal wind and temperature structure of the stratosphere, which in turn impacts upon tropospheric circulation through a number of possible processes outlined in Shindell et al. (2001) and Baldwin and Dunkerton (2001). The seasonality of the relationship is a function of stratosphere-troposphere coupling, which only occurs during winter months.

Further research must consider how these stratospheric changes originate. Crucial to this endeavour is the elucidation of which physical processes in the atmosphere can be associated with geomagnetic activity. It is also important to explain the temporal pattern, as well as the role of the QBO in modulating the relationship. We therefore conclude that geomagnetic activity plays an important role in recent climate change, but that the mechanism behind this relationship needs further clarification.
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Captions

**Figure 1.** Sliding correlations between the decadal variations of the geomagnetic AA and NAM indices. The decadal variations were extracted by applying an unweighted five-point moving average to the original data. The sliding correlation window width is 11-years, with a one-year increment. Correlation coefficients below 0.30 are unshaded. Note the period of consistently high, positive correlations for the January data, from approximately 1967 onwards. This indicates that the geomagnetic forcing of northern hemisphere circulation is temporally and seasonally restricted.

**Figure 2.** The cumulative sum of squares for differences between the January interannual geomagnetic AA and NAM indices. The stippled line has a slope of two and represents uncorrelated data. The intervals from 1940 to 1950 and from the early 1960s onwards have a small slope, indicating that interannual variations of the geomagnetic AA index are well correlated to the interannual variations of the NAM index for those intervals.

**Figure 3.** The January geomagnetic AA index (top) and the January NAM index (bottom), from 1965-1999. The correlation coefficient between these two time series is 0.62, which is statistically significant at the 95% confidence level.

**Figure 4.** Scatter plot of the January geomagnetic AA index and the January NAM index from 1965-1997 for (a) Januaries in which the QBO winds are easterly, and (b) Januaries in which the QBO winds are westerly. The correlation coefficient between these two time series for the QBO east years is 0.85, which is statistically significant at the 95% confidence level.

**Figure 5.** Correlation coefficients between the geomagnetic AA index and (a) December zonal-mean zonal wind, (b) January zonal-mean zonal wind, (c) December zonal-mean temperature, (d) January zonal-mean temperature, from 1965-1997. The $r = 0.35$ contour is indicated by a solid line, and represents the approximate threshold for statistical significance at the 95% confidence level. Figures 5(a) and 5(b) show that the geomagnetic activity signal is restricted to the stratosphere in December, but is most pronounced in the troposphere during January. The strong similarity between the geomagnetic activity signature in the January zonal-mean zonal wind data and the corresponding NAM signature confirms the reality of the relationship. Figures 5(c) and 5(d) show the corresponding geomagnetic activity signal in temperature data. In December, temperatures in the stratospheric polar region are inversely correlated to the geomagnetic AA index. By modifying the latitudinal temperature gradient of the lower stratosphere, geomagnetic activity is coupled to the troposphere. This is evident in the January correlations, which are strongest in the upper troposphere.