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Abstract—To achieve a low computational cost when performing online metric learning for large-scale data, we present a one-pass closed-form solution namely OPML in this paper. Typically, the proposed OPML first adopts a one-pass triplet construction strategy, which aims to use only a very small number of triplets to approximate the representation ability of whole original triplets obtained by batch-manner methods. Then, OPML employs a closed-form solution to update the metric for new coming samples, which leads to a low space (i.e., $O(d)$) and time (i.e., $O(d^2)$) complexity, where $d$ is the feature dimensionality. In addition, an extension of OPML (namely COPML) is further proposed to enhance the robustness when in real case the first several samples come from the same class (i.e., cold start problem). In the experiments, we have systematically evaluated our methods (OPML and COPML) on three typical tasks, including UCI data classification, face verification, and abnormal event detection in videos, which aims to fully evaluate the proposed methods on different sample number, different feature dimensionalities and different feature extraction ways (i.e., hand-crafted and deeply-learned). The results show that OPML and COPML can obtain the promising performance with a very low computational cost. Also, the effectiveness of COPML under the cold start setting is experimentally verified.
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I. INTRODUCTION

In computer vision and machine learning, learning a meaningful distance/similarity metric on the original feature presentation of samples, with the given distance constraints (either pairwise similar/dissimilar distance constraints or triplet based relative distance constraints) at the same time, is usually regarded as a crucial and challenging problem, which has been actively studied over the decades. According to the different measure functions (e.g., Mahalanobis distance function and bilinear similarity function), the current metric learning methods can be roughly classified into two categories, i.e., Mahalanobis distance-based methods and bilinear similarity-based methods. The first class, Mahalanobis distance-based methods, refers to learning a pairwise real-valued distance function, which is parameterized by a symmetric Positive Semi-Definite (PSD) matrix. The second class, bilinear similarity-based methods, aims to learn a form of bilinear similarity function which does not need to impose the PSD constraint on learned metrics.

Recently, instead of batch manner, learning the metric in an online manner, which refers to online metric learning (OML), has attracted lots of interests, with the goal of learning a discriminative metric with partially known sampled data for efficiently dealing with large-scale learning problem. Generally, to satisfy the online processing speed for large-scale learning problem, OML methods are required to well tackle the following two core issues: (1) how to fast construct the triplet (or pair) in the original data, especially for the large-scale data, and (2) how to fast update the metric with the new coming samples in a real time manner.

For fast triplet (or pair) construction (first issue), existing OML methods usually assume that pairwise or triplet constraints can be obtained in advance [1], or by employing the random sampling strategy to reduce the size of triplets [2]. However, in real applications, it is usually infeasible to access the entire training set at a time, especially when the training set is relative large, constructing the constraints will be both time- and space-consuming. To this end, we propose a novel one-pass triplet construction strategy to rapidly construct triplets in an online manner. In particular, the strategy selects two latest samples from both the same and different classes of currently available samples respectively, to construct a triplet. Compared with Online Algorithm for Scalable Image Similarity (OASIS) [2], which utilizes a random sampling strategy and stores the entire training data in memory with space complexity of $O(md)$ ($d$ is the feature dimensionality, and $m$ is the data size, which is very large for large-scale data), our one-pass strategy can vastly reduce the space complexity to $O(cd)$ ($c$ is the total number of classes, which is usually small). Also, the time complexity of our triplet construction strategy is $O(1)$, which is truly fast.

For fast metric updating (second issue), several studies [2, 3] try to adopt a closed-form solution for accurate computation. Among them, OASIS adopts bilinear similarity learning and has a closed-form solution, while it lacks a good interpretability as Mahalanobis distance metric learning (i.e., linear projection) and the learned similarity function is asymmetric. In contrast, LogDet Exact Gradient Online (LEGO) [3] attempts to learn a Mahalanobis distance and has a closed-form solution. In addition, LEGO is not required to maintain the PSD constraint by using LogDet regularization, which is time-consuming in some Mahalanobis distance metric learning methods [1, 4, 5]. However, LEGO is designed for pairwise constraints. Compared with LEGO, we developed a different
Mahalanobis distance-based OML method for triplet-based constraints, named as OPML, which also has the property of closed-form solution and does not need projection steps to maintain PSD constraint. Specifically, the proposed OPML directly learns the transformation matrix $L$ ($M = L^T L$ is the symmetric PSD matrix usually learnt in Mahalanobis metric learning), such a setting does not require imposing the PSD constraint. By carefully analysing the structure of the triplets based loss and using a few fundamental properties (Lemma 3), a closed-form solution at each step is obtained with the time complexity of $O(d^3)$. The major differences between OPML and OASIS/LEGO can be found in Table I.

Also, in some tasks, e.g., abnormal event detection in videos, the data is usually imbalanced: the first several samples may belong to the same class, then the triplet construction strategy will be invalid until the samples of different classes appear. We call this case as cold start case. Furthermore, to deal with the cold start issue, an extension namely COPML is developed in this paper. Specifically, COPML includes a pre-stage by constructing pairwise constraints for two adjacent samples (from the same class) to update the metric.

To summarize, compared with previous OML methods, the advantages of our work can be concluded as: First, the proposed OPML and COPML are easy to implement. Second, OPML and COPML are scalable to large datasets with a low space ($O(d)$) and time ($O(d^3)$) complexity, where $d$ is the feature dimensionality. Third, we have derived several theoretical explanations, including the difference bound between learned metrics of ones-pass and batch triplet construction strategies, the average loss bound between these two strategies and the regret bound, to guarantee the effectiveness of our methods.

The rest of this paper is organized as follows. In section II, we present the related works of OML methods. Section III provides the details of the proposed one-pass triplet construction strategy, OPML and COPML algorithms. In section IV, we give the theoretical guarantee of our algorithm. The experimental results, comparisons and analysis are given in section V followed by conclusions in section VI.

<table>
<thead>
<tr>
<th>Method Type</th>
<th>Constraint</th>
<th>Solution</th>
<th>$d=21$</th>
<th>$d=64$</th>
<th>$d=310$</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLA MA</td>
<td>Pair</td>
<td>approximate</td>
<td>8</td>
<td>6.2</td>
<td>12.0</td>
</tr>
<tr>
<td>RDML MA</td>
<td>Pair</td>
<td>approximate</td>
<td>0.040</td>
<td>0.043</td>
<td>2.4</td>
</tr>
<tr>
<td>LEGO MA</td>
<td>Pair</td>
<td>closed-form</td>
<td>0.159</td>
<td>0.472</td>
<td>47</td>
</tr>
<tr>
<td>OASIS BI</td>
<td>Triplet</td>
<td>closed-form</td>
<td>0.029</td>
<td>0.028</td>
<td>9.4</td>
</tr>
<tr>
<td>SOML BI</td>
<td>Triplet</td>
<td>approximate</td>
<td>0.032</td>
<td>0.094</td>
<td>21</td>
</tr>
<tr>
<td>OPML MA</td>
<td>Triplet</td>
<td>closed-form</td>
<td>0.026</td>
<td>0.023</td>
<td>1.7</td>
</tr>
<tr>
<td>COPML MA</td>
<td>Pair &amp; Triplet</td>
<td>closed-form</td>
<td>0.027</td>
<td>0.024</td>
<td>1.7</td>
</tr>
</tbody>
</table>

### III. The Proposed Method

We now first present our strategy for one-pass triplet construction, and then discuss the technical details of OPML and COPML, respectively.

#### A. One-Pass Triplet Construction

When dealing with large-scale data, how to fast obtain the triplets is a crucial step, since the number of triplets usually determines the tradeoff between the performance effectiveness...
and time efficiency. Inspired by the impressive scalability of one-pass strategies [13, 14, 15], we proposed a one-pass triplet construction strategy, aiming to quickly obtain all the triplets in a single pass over all data. Fig. 1 illustrates the main idea of the one-pass strategy of triplet construction. Formally, in an online manner, the sample at the $t$-th step is denoted as $x_t \in \mathbb{R}^d$. An array $H = \{h^1, h^2, \ldots, h^c\}$ is maintained, where $c$ is the total number of classes, and $h^k \in \mathbb{R}^d$ for $k = 1, 2, \ldots, c$ means the latest sample of the $k$-th class at the $t$-th time step.

For triplet construction, our goal is to obtain a typical triplet $(x_i, x_p, x_q)$, which satisfies that $x_i$ and $x_q$ belong to the same class, while $x_i$ and $x_p$ belong to different classes. We can define the hinge loss function as below:

$$\mathcal{G}(x_i, x_j, x_t) = \max(0, 1 + D_L(x_i, x_j) - D_L(x_i, x_t))$$

(4)

By applying the one-pass triplet construction, at the $t$-th time step, we can obtain the triplet $(x_i, x_p, x_q)$. Thus, the online optimization formulation can be defined as follows by using Passive-Aggressive algorithm [6]:

$$L_t = \arg\min_{L} \Gamma(L)$$

$$= \arg\min_{L} \frac{1}{2} \|L - L_{t-1}\|^2_F + \frac{\gamma}{2} [1 + \|L(x_t - x_p)\|^2_2]$$

(5)

$$- \|L(x_t - x_q)\|^2_2] +$$

where $\gamma$ is the regularization parameter, which is set into the range of $(0, \frac{1}{4})$ as a sufficient condition to theoretically guarantee the positive definite property (see Lemma 2). $\|\cdot\|^2_F$ means Frobenius norm, $\|\cdot\|_2$ denotes $\ell_2$-norm, and $[z]_+$ denotes the hinge loss $\mathcal{G}((x_i, x_p, x_q); L)$.

The optimal solution can be obtained when the gradient vanishes $\frac{\partial \Gamma(L)}{\partial L} = 0$, hence we have:

$$\frac{\partial \Gamma(L)}{\partial L} = \begin{cases} L - L_{t-1} + \gamma L A_t &= 0 \ [z]_+ > 0 \\ L - L_{t-1} &= 0 \ [z]_+ = 0 \end{cases}$$

(6)

where $A_t = (x_t - x_p) (x_t - x_p)^\top - (x_t - x_q) (x_t - x_q)^\top \in \mathbb{R}^{d \times d}$. Since $x_t$, $x_p$ and $x_q$ are all nonzero vectors, $x_t \neq x_p$ and $x_t \neq x_q$, the rank of $(x_t - x_p) (x_t - x_p)^\top$ and $(x_t - x_q) (x_t - x_q)^\top$ is 1. Hence, the rank of $A_t$ is 1 or 2. When $x_t - x_p \neq \mu(x_t - x_q)$, we can get that $\text{rank}(A_t) = 2$.

**Theorem 1.** Let $M_1, M_2$ be two PSD matrices, and $\Omega = M_1 - M_2$, the eigenvalue of $\Omega$, denoted by $\lambda(\Omega)$, satisfies the following equation:

$$-\lambda_{\max}(M_2) \leq \lambda(\Omega) \leq \lambda_{\max}(M_1),$$

(7)

where $\lambda_{\max}(M_1)$ and $\lambda_{\max}(M_2)$ are the maximum eigenvalues of $M_1$ and $M_2$, respectively.

**Proof.** For $x \in \mathbb{R}^d$ and $x \neq 0$, $x^\top \Omega x = x^\top (M_1 - M_2) x$. Since $M_1$ and $M_2$ are both PSD matrices, $x^\top M_1 x \geq 0$ and $x^\top M_2 x \geq 0$. Thus,

$$-\frac{x^\top M_2 x}{x^\top x} \leq \frac{x^\top \Omega x}{x^\top x} \leq \frac{x^\top M_1 x}{x^\top x},$$

(8)

According to Rayleigh quotient, we have $\lambda_{\min}(\Omega) \leq \frac{x^\top \Omega x}{x^\top x} \leq \lambda_{\max}(\Omega)$. Assume $\frac{x^\top \Omega x}{x^\top x}$ achieve its maximum $\lambda_{\max}(\Omega)$ when $x = e$, i.e., $e^\top \Omega e = \lambda_{\max}(\Omega)$. By Eq. (8), we obtain

$$\lambda_{\max}(\Omega) = \frac{e^\top \Omega e}{e^\top e} \leq \frac{e^\top M_1 e}{e^\top e} \leq \lambda_{\max}(M_1)$$

(9)

Hence, $\lambda_{\max}(\Omega) \leq \lambda_{\max}(M_1)$. In the similar way, we can prove that $-\lambda_{\max}(M_2) \leq \lambda_{\min}(\Omega)$. Thus,

$$-\lambda_{\max}(M_2) \leq \lambda_{\min}(\Omega) \leq \lambda(\Omega) \leq \lambda_{\max}(\Omega) \leq \lambda_{\max}(M_1).$$

(10)
Lemma 2. If $0 < \gamma < \frac{1}{2}$ and samples are normalized, $I + \gamma A_t$ is a positive definite matrix and also it is invertible, where $I \in \mathbb{R}^{d \times d}$ is the identity matrix.

Proof. Let $M_1 = (x_t - x_p)(x_t - x_p)^\top$, $M_2 = (x_t - x_q)(x_t - x_q)^\top$ and $A_t = M_1 - M_2$. It is easy to obtain that, $\lambda_{\text{min}}(M_1) = \|x_t - x_p\|_2^2$ and $\lambda_{\text{max}}(M_2) = \|x_t - x_q\|_2^2$. According to Lemma 1 we can obtain that $-\lambda_{\text{min}}(M_2) \leq \lambda(A_t) \leq \lambda_{\text{max}}(M_1)$. Thus,

$$1 - \gamma \lambda_{\text{max}}(M_2) \leq \lambda(I + \gamma A_t) \leq 1 + \gamma \lambda_{\text{max}}(M_1). \quad (11)$$

For normalized samples, namely $0 \leq \|x_t\| \leq 1$, the ranges of $\lambda_{\text{min}}(M_1)$ and $\lambda_{\text{max}}(M_2)$ vary from $[0, 4]$. Given $0 < \gamma < \frac{1}{2}$, $\lambda(I + \gamma A_t) \geq 1 - \gamma \lambda_{\text{max}}(M_2) > 0$. Obviously, $I + \gamma A_t$ is a symmetric matrix. Hence, $I + \gamma A_t$ is a positive definite matrix, and it is invertible. \qed

According to Lemma 2 the optimal $L_t$ can be updated as below:

$$L_t = \begin{cases} L_{t-1}(I + \gamma A_t)^{-1} & [z]_+ > 0 \\ L_{t-1} & [z]_+ = 0. \end{cases} \quad (12)$$

It is known that the time complexity of the matrix inversion in Eq. (12) is $O(d^3)$. However, the rank-2 property of $A_t$ offers us a nice way to accelerate the speed by applying Lemma 3.

Lemma 3. Given $G$ and $G + B$ as two nonsingular matrices, and let $B$ have rank $r > 0$. Let $B = B_1 + \cdots + B_r$, where each $B_k$ has rank 1, also let $C_k = G + B_1 + \cdots + B_k$ is nonsingular for $k = 1, \ldots, r$. If $C_1 = G$, then

$$(G + B)^{-1} = C_r^{-1} - g_r C_r^{-1} B_r C_r^{-1}, \quad (13)$$

where,

$$C_{r+1}^{-1} = C_r^{-1} - g_r C_r^{-1} B_r C_r^{-1}$$

$$g_r = \frac{1}{1 + tr(C_r^{-1} B_r)} \quad (14)$$

Theorem 1. If $A_t$ is a rank-2 matrix and samples are normalized, then

$$(I + \gamma A_t)^{-1} = I - \frac{1}{\eta + \beta}[\eta \gamma A_t - (\gamma A_t)^2], \quad (15)$$

where $\eta = 1 + tr(\gamma A_t)$, $\beta = \frac{1}{2}[tr((\gamma A_t)^2) - tr(\gamma A_t)^2]$. 

Proof. According to Lemma 3 we set $G = I$, $B = \gamma A_t$, and rewrite $B = B_1 + B_2$, where $B_1 = \gamma (x_t - x_p)(x_t - x_p)^\top \in \mathbb{R}^{d \times d}$, $B_2 = -\gamma (x_t - x_q)(x_t - x_q)^\top \in \mathbb{R}^{d \times d}$. It is obvious that the rank of $B_1$ and $B_2$ is 1. Utilizing the Lemma 3 we can obtain the Theorem \qed

By using Theorem 1 plugging Eq. (15) back into the first term of Eq. (12), we can obtain

$$L_t = L_{t-1} - \frac{\eta \gamma}{\eta + \beta} (L_{t-1} a a^\top - L_{t-1} b b^\top)$$

$$+ \frac{\gamma^2}{\eta + \beta} (a^\top a) L_{t-1} a a^\top - (a^\top b) L_{t-1} a b^\top$$

$$- (b^\top a) L_{t-1} b a^\top + (b^\top b) L_{t-1} b b^\top), \quad (16)$$

where $a = x_t - x_p$, and $b = x_t - x_q$.

Complexity: The time complexity of calculating $\eta$ and $\beta$ in Eq. (16) is $O(d^2)$. In addition, $a^\top a$, $a^\top b$, $b^\top a$ and $b^\top b$ are scalars, for all of which time complexity is $O(d)$. Also, the time complexity of calculating $L_{t-1} a a^\top$, $L_{t-1} b b^\top$, $L_{t-1} a b^\top$ and $L_{t-1} b a^\top$ is $O(d^2)$ respectively. Therefore, the time complexity of Eq. (16) is still $O(d^2)$. Now, we give the pseudo-code of OPML in Algorithm 1.

Algorithm 1 OPML.

Input: $(x_t, y_t)_{t=1}^T, \gamma$.
Output: $L$.

1: $L_0 \leftarrow I$.
2: for $t = 1, 2, \ldots, T$ do
3: \quad $(x_t, x_p, x_q) \leftarrow$ one-pass triplet construction
4: \quad if $G((x_t, x_p, x_q); L_{t-1}) \leq 0$ then
5: \quad \quad $L_t = L_{t-1}$.
6: \quad else
7: \quad \quad $L_t \leftarrow$ solution by Eq. (16).
8: \quad end if
9: end for

C. Extended OPML to Cold Start Case

In practice, there is a case that the first several available samples belong to the same class, which is called as a cold start case. When cold start happens, since the triplet cannot be constructed, OPML will discard all these initial samples. To address this issue, we extend the proposed OPML to an enhanced version, namely COPML, which includes an additional pre-stage before calling OPML. Specifically, in the pre-stage, if the triplet cannot be constructed (i.e., the samples coming from different classes are not available), the metric $L$ can only be updated based on the samples from the same class, which usually adopts the pairwise constraint for updating. Typically, pairwise constraint is mathematically set to $(x_t, x_{t+1, y_{t+1}^*})$, where $y_{t+1}^* = 1$ if two adjacent samples $x_t \in \mathbb{R}^d$ and $x_{t+1} \in \mathbb{R}^d$ share the same class, and $y_{t+1}^* = -1$ otherwise. Actually, here we only need to consider the case when $y_{t+1}^* = 1$, because we can update the metric by calling OPML if $y_{t+1}^* = -1$ (the new coming sample belongs to a different class). After the pre-stage, OPML can be sequentially adopted for the following learning process.

Formally, in the pre-stage when only the pairwise constraint $(x_t, x_{t+1, y_{t+1}^*})$ can be used, the online optimization formulation is formulated as follows:

$$L_t = \arg \min_L \Gamma(L)$$

$$= \arg \min_L \frac{1}{2} \|L - L_{t-1}\|_F^2 + \frac{\gamma_1}{2} y_{t,t+1}^* \|L(x_t - x_{t+1})\|_2^2,$$

$$\quad (17)$$

where $\gamma_1 > 0$ is the regularization parameter. The optimal solution can be obtained when the gradient vanishes $\frac{\partial \Gamma(L)}{\partial L} = 0$, hence

$$\frac{\partial \Gamma(L)}{\partial L} = L - L_{t-1} + \gamma_1 y_{t,t+1}^* L A_t = 0,$$

where $A_t = (x_t - x_{t+1})(x_t - x_{t+1})^\top$. It is obvious that $A_t$ is a rank-1 PSD matrix for $x_t \neq x_{t+1}$. Then we can get that $I + \gamma_1 y_{t,t+1}^* A_t$ is a symmetric positive definite matrix, which
is invertible, when \( y_{t,t+1}^* = 1 \). Then, the optimal \( L_t \) can be obtained as
\[
L_t = L_{t-1}(I + \gamma_1 A_t)^{-1}.
\]
(19)

By using the Sherman-Morrison formula, Eq. (19) can be equivalently rewritten as follows:
\[
L_t = L_{t-1} - \frac{\gamma_1 L_{t-1} (x_t - x_{t+1}) (x_t - x_{t+1})^T}{1 + \gamma_1 (x_t - x_{t+1})^T (x_t - x_{t+1})},
\]
(20)

where we can observe that the time complexity of Eq. (20) is \( O(d^2) \) too. Algorithm 2 shows the pseudo-code of COPML.

### Algorithm 2 COPML

**Input:** \((x_t, y_t)_{t=1}^T, \gamma_1, \gamma_2\).

**Output:** \(L\).

1. \( L_0 \leftarrow I, c \leftarrow 0 \).
2. for \( t = 1, 2, \ldots, T \) do
3. \( \text{Maintain } H = \{h^1, h^2, \ldots, h^c\} \).
4. if \( y_t = c = 1 \) then
5. \( \langle x_t, x_{t+1}, y_{t+1}^* \rangle \leftarrow \) adjacent two samples
6. \( L_t = L_{t-1} - \frac{\gamma_1 L_{t-1} (x_t - x_{t+1}) (x_t - x_{t+1})^T}{1 + \gamma_1 (x_t - x_{t+1})^T (x_t - x_{t+1})} \).
7. else if \( 1 \leq y_t \leq c \quad \text{and} \quad c \geq 2 \) then
8. \( L \leftarrow \text{call OPML}(x_t, y_t, \gamma_2) \),
9. else
10. \( h^{c+1} \leftarrow x_t \),
11. \( c \leftarrow c + 1 \),
12. end if
13. end for

### IV. Theoretical Guarantee

The following theorems guarantee the effectiveness of our methods. Theorem 2 shows that the difference of learned metric between one-pass triplet construction strategy and batch triplet construction strategy is bounded. Note that, for a fair comparison, the batch triplet construction strategy here is considered in an online manner, that is to say, for each sample \( x_t \) at the \( t \)-th time step, all past samples are stored to construct a triplet with \( x_t \) (i.e., each triplet contains this \( x_t \)). Theorem 3 also tries to explain that the one-pass triplet construction strategy can approximate the batch triplet construction, but from another perspective. Moreover, a regret bound has been proved for the proposed OPML algorithm, which can be found in Theorem 4. All details of the proofs for the theorems are provided in the appendix.

**Theorem 2.** Let \( L_t \) be the solution output by OPML based on the one-pass triplet construction strategy at the \( t \)-th time step. Let \( L_t^* \) be the solution output by OPML with the batch triplet construction strategy at the \( t \)-th time step. Assuming that \( \|x\|_2 \leq R \) (for all samples), \( \|L_t\|_F \leq U \) and \( \|L_t^*\|_F \leq U \), the bound of the difference between these two matrices is
\[
\|L_t - L_t^*\|_F \leq U \cdot \left| \sum_{i=1}^{C_N} B_{i1} + \sum_{i=1,j=1,i<j}^{C_N} B_{ij} B_{ij} + \cdots + \prod_{i=1}^{C_N} B_{i1} \right|_F,
\]
where \( \|B\|_F \leq 32 \frac{\gamma^2}{\gamma^2 + \beta^2} R^4 + 4\sqrt{2} \frac{\gamma^2}{\gamma^2 + \beta^2} R^2 \) (for all \( B_{i1}, B_{ij}, \ldots \)), \( \gamma \in (0, \frac{1}{2}) \), \( \eta \in (1 - \frac{1}{4} R^2, 1 + \frac{1}{4} R^2) \), and \( \beta \in (-R^4, \frac{\gamma^2}{\gamma^2 + \beta^2} R^2) \).

**Theorem 3.** Let \( \langle x_1, x_p, x_q \rangle \) be the triplet constructed by the proposed one-pass triplet construction strategy at the \( t \)-th time step. Let \( \{\langle x_i, x_p_i, x_q_i \rangle\}_{i=1}^C \) be the triplet set constructed by the batch triplet construction strategy at the \( t \)-th time step. Assuming \( \|x\|_2 \leq R \) (for all samples), \( \|L\|_F \leq U \), \( \|L^*\|_F \leq U \) and the angle \( \theta \) between two samples coming from the same class is very small after the transformation of \( L \) or \( L^* \) (i.e., \( \cos \theta = \alpha, \alpha \geq 0 \) and \( \alpha \) is close to 1), while \( \theta \) is very large otherwise (i.e., \( \cos \theta = -\xi, \xi \geq 0 \) and \( \xi \) is close to 1). Then the average loss bound between these two strategies at the \( t \)-th time step is
\[
\Psi_1 - \Psi_2 \leq 2(\alpha + \xi + 1)R^2U^2,
\]
where \( \Psi_1 \) denotes the average loss generated by the one-pass triplet construction strategy, and \( \Psi_2 \) refers to the average loss of the batch construction strategy.

**Theorem 4.** Let \( \langle x_1, x_{p_1}, x_{q_1} \rangle, \ldots, \langle x_T, x_{p_T}, x_{q_T} \rangle \) be a sequence of triplets constructed by the proposed one-pass strategy. Let \( L_{t=1}^T \) be the solution output by OPML at the \( t \)-th time step, and \( L^* \) be the optimal offline solution. Assuming \( \|x\|_2 \leq R \) (for all samples), \( \|L\|_F \leq U \), \( \|L^*\|_F \leq U \) and the angle \( \theta \) between two samples coming from the same class is small after the transformation of \( L \) or \( L^* \) (i.e., \( \cos \theta = \alpha, \alpha \geq 0 \) and \( \alpha \) is close to 1), while \( \theta \) is large otherwise (i.e., \( \cos \theta = -\xi, \xi \geq 0 \) and \( \xi \) is close to 1). Then the regret bound is
\[
R(L^*, T) \leq 2T(\alpha + \xi + 1)R^2U^2
\]
Error rates (mean ± std. deviation) of a k-NN (k=5) classifier on the UCI datasets. p-values of student's t-test are calculated between other methods and our methods. * / o indicates OPML performs statistically better/worse than the respective method according to the p-values. The statistics of win/tie/loss is also included. The value in the bracket means the corresponding total processing time in second. 0.00 denotes the value is very small (< 0.005). Abbreviations:  Sam, sample; Dim, dimensionality; C, classes.

<table>
<thead>
<tr>
<th>Data</th>
<th>Sam</th>
<th>Dim</th>
<th>C</th>
<th>Euclidean</th>
<th>Mahalanobis</th>
<th>LMNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
<td>0.050 ± 0.023</td>
<td>0.075 ± 0.025</td>
<td>0.037 ± 0.017 (1.55)</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
<td>0.044 ± 0.020</td>
<td>0.046 ± 0.023</td>
<td>0.030 ± 0.016 (3.18)</td>
</tr>
<tr>
<td>Glass</td>
<td>214</td>
<td>9</td>
<td>7</td>
<td>0.336 ± 0.036</td>
<td>0.349 ± 0.037</td>
<td>0.341 ± 0.038 (4.52)</td>
</tr>
<tr>
<td>Spect</td>
<td>267</td>
<td>22</td>
<td>2</td>
<td>0.327 ± 0.035</td>
<td>0.348 ± 0.033</td>
<td>0.356 ± 0.037 (2.48)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>34</td>
<td>2</td>
<td>0.172 ± 0.018</td>
<td>0.165 ± 0.016</td>
<td>0.131 ± 0.020 (3.81)</td>
</tr>
<tr>
<td>Balance</td>
<td>625</td>
<td>4</td>
<td>3</td>
<td>0.146 ± 0.014</td>
<td>0.133 ± 0.017</td>
<td>0.124 ± 0.014 (1.42)</td>
</tr>
<tr>
<td>Breast</td>
<td>683</td>
<td>9</td>
<td>2</td>
<td>0.034 ± 0.008</td>
<td>0.034 ± 0.007</td>
<td>0.033 ± 0.008 (1.26)</td>
</tr>
<tr>
<td>Pima</td>
<td>768</td>
<td>8</td>
<td>2</td>
<td>0.273 ± 0.018</td>
<td>0.271 ± 0.018</td>
<td>0.272 ± 0.017 (1.12)</td>
</tr>
<tr>
<td>Segment</td>
<td>2310</td>
<td>19</td>
<td>7</td>
<td>0.067 ± 0.006</td>
<td>0.101 ± 0.006</td>
<td>0.047 ± 0.006 (5.59)</td>
</tr>
<tr>
<td>Waveform</td>
<td>5000</td>
<td>21</td>
<td>3</td>
<td>0.187 ± 0.006</td>
<td>0.158 ± 0.006</td>
<td>0.182 ± 0.006 (6.04)</td>
</tr>
<tr>
<td>Optdigits</td>
<td>5620</td>
<td>64</td>
<td>10</td>
<td>0.026 ± 0.001</td>
<td>0.029 ± 0.001</td>
<td>0.014 ± 0.002 (31.21)</td>
</tr>
</tbody>
</table>

**Table II**

For face verification, we first evaluate our methods on the Public Figures Face Database (PubFig) [17]. PubFig dataset consists of two subsets: Development Set (7650 images of 60 individuals) and Evaluation Set (28954 images of 140 individuals). The implementation of LMNN, ITML and OASIS was provided by the authors in their respective papers, while the rest methods were implemented by ourselves. The parameters of these methods were selected by cross-validation, except LMNN and ITML using the default settings. Since the pairwise or triplet constraints of POLA, LEGO and SOML need to be constructed in advance, we randomly sample 10000 constraints for these three methods (same setting as LEGO [3]). The error rates of the proposed methods and competitive methods are presented in Table II.

Moreover, the p-values of student's t-test were calculated to check statistical significance. Also, the statistics of win/tie/loss is reported according to the obtained p-values (see Table II). It is observed that (1) the performance of our methods is comparable to LEGO, and slightly better than other OML methods; (2) the performance of our methods is close to batch metric learning methods, e.g., LMNN and ITML, and better than Euclidean and Mahalanobis; (3) our methods are faster than other OML methods except comparable with RDML, since instead of constructing triplets, RDML only requires the pairwise constraint by receiving a pair of samples in each time.

To illustrate the performance with different numbers of triplet constraints on the learning of metric, we vary the number of triplet constraints as (100, 1000, 2000, 5000, 10000, 15000, 20000) for OASIS and SOML (see Fig. I). Since the number of triplet constraint in OPML is a constant by using one-pass triplet construction, we can find that, OPML can achieve better performance by using fewer triplet constraints (except on UCI data 1, 3, 6).

B. Face Verification: PubFig

For face verification, we first evaluate our methods on the Public Figures Face Database (PubFig) [17]. PubFig dataset consists of two subsets: Development Set (7650 images of 60 individuals) and Evaluation Set (28954 images of 140 individuals). The implementation of LMNN, ITML and OASIS was provided by the authors in their respective papers, while the rest methods were implemented by ourselves. The parameters of these methods were selected by cross-validation, except LMNN and ITML using the default settings. Since the pairwise or triplet constraints of POLA, LEGO and SOML need to be constructed in advance, we randomly sample 10000 constraints for these three methods (same setting as LEGO [3]). The error rates of the proposed methods and competitive methods are presented in Table II.

Moreover, the p-values of student’s t-test were calculated to check statistical significance. Also, the statistics of win/tie/loss is reported according to the obtained p-values (see Table II). It is observed that (1) the performance of our methods is comparable to LEGO, and slightly better than other OML methods; (2) the performance of our methods is close to batch metric learning methods, e.g., LMNN and ITML, and better than Euclidean and Mahalanobis; (3) our methods are faster than other OML methods except comparable with RDML, since instead of constructing triplets, RDML only requires the pairwise constraint by receiving a pair of samples in each time.

To illustrate the performance with different numbers of triplet constraints on the learning of metric, we vary the number of triplet constraints as (100, 1000, 2000, 5000, 10000, 15000, 20000) for OASIS and SOML (see Fig. I). Since the number of triplet constraint in OPML is a constant by using one-pass triplet construction, we can find that, OPML can achieve better performance by using fewer triplet constraints (except on UCI data 1, 3, 6).
Following [17], we use the development set to develop all these methods, including parameters tuning, while the evaluation set is used for performance evaluation. The goal of face verification in PubFig is to determine whether a pair of face images belong to the same person. Please note that, images coming from the same person will be regarded as belonging to the same class. For all subsets, 10-fold cross validation is adopted to conduct the experiments, and each fold is disjoint by identity (i.e., one person will not appear in both the training and testing set). For testing each fold (with rest 9 folds used for training), we randomly sample 10000 pairs (5000 intra- and 5000 extra-personal pairs) for testing. Thus, the total number of pairs is $10^5$. In each training phase, we also randomly select 10000 pairwise or triplet constraints for LEGO, POLA and SOML as the same settings on the UCI datasets.

For sufficient and fair comparison, we use two forms of features (i.e., attribute features and deep features) to evaluate the performance of all algorithms, respectively. Attribute features (73-dimension) provided by Kumar et al. [17] are 'high-level' features describing nameable attributes such as gender, race, age, hair etc., of a face image. For deep features, we use a VGG-Face model [18] to extract a 4096-dimensional feature for each face image which has been aligned and cropped. For easier handling, the 4096-dimensional feature is reduced to a 54-dimensional feature by Principal Component Analysis (PCA) algorithm.

For each testing pair, we first calculate the distance (similarity) between them by the learned metric obtained from respective methods. Then, all the distances (similarities) are normalized into the range $[0, 1]$. Receiver Operating Characteristic (ROC) curves are provided in Fig. 3 with the corresponding AUC (Area under ROC) values calculated. It can be observed that OPML and COPML can obtain superior results compared with the state-of-the-art online/batch metric learning methods. Moreover, although the deep feature already has a strong representation ability, our proposed methods can still slightly improve the performance.

C. Face Verification: LFW

For face verification, we also evaluate our methods on the Labeled Faces in the Wild Database (LFW) [19]. LFW is a widely used face verification benchmark with unconstrained images, which contains 13233 images of 5749 individuals. This dataset has two views: View 1 is used for development purposes (containing a training set and a test set); And, View 2 is taken as evaluation benchmark for comparison (i.e., a 10-fold cross-validation set). There are two forms of configuration in both views, that is, image restricted configuration and image unrestricted configuration. In the first formulation, the training information is restricted to the provided image pairs and additional information such as actual name information can not be used. In other words, we can only use the pairwise images for training without any label information can be used at all. While, in the second formulation, the actual name information (i.e., label information) can be used and as many pairs or triplets can be formulated as one desires. No matter which configuration we choose, the test procedure is the same.
methods. Especially, when using SIFT features, our methods can significantly improve the AUC value over the Euclidean distance by 13% (5.8% with attribute features), showing the validity of the proposed methods. It is worth noting that some metric learning methods cannot even improve over the Euclidean distance, which has happened on the PubFig dataset. The reason why LMNN cannot achieve the best performance may be over-fitting for lacking of regularization.

D. Abnormal Event Detection in Videos

The performance of the proposed methods is also evaluated on UMN dataset for abnormal event detection. UMN dataset contains 3 different scenes with 7739 frames in total: Scene1 (1453 frames), Scene2 (4144 frames) and Scene3 (2142 frames). In UMN dataset, people walking around is considered as normal, while people running away is regarded as abnormal. The resolution of the video is $320 \times 240$. We divide each frame into $5 \times 4$ non-overlapping $64 \times 60$ patches. For each patch, the MHOF (Multi-scale Histogram of Optical Flow) feature \(^22\) was extracted from every two successive frames. The MHOF is a 16-dimensional feature, which can capture both motion direction and motion energy. For integrating the multi-patches features, we combine features from all patches in each frame, and form a 320-dimensional feature. For each scene, we perform 2-fold cross validation for evaluation. The distance metric is learnt from the training data in online way, then we use the SVM classifier to classify the testing frames after feature transformation by using the learned metric $L$.

Table \(\text{III}\) reports the AUC of all the methods. We can notice that our methods is very effective and competitive, when compared with other methods. Fig. 5 exhibits the sample frames of normal and abnormal events in the 3 scenes respectively (top row), and shows the abnormal event detection results of our method (COPML) in the indication bars (green/red indicates normal/abnormal event). It’s worth mentioning that in this experiment, COPML performs better than OPML, because the video data has the cold start issue especially at the beginning.

### TABLE III

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical flow</td>
<td>0.84 (average)</td>
</tr>
<tr>
<td>Social Force</td>
<td>0.96 (average)</td>
</tr>
<tr>
<td>Chaotic Invariants</td>
<td>0.99 (average)</td>
</tr>
<tr>
<td>LSA (^25)</td>
<td>0.985(average)</td>
</tr>
<tr>
<td>STCOG (^14)</td>
<td>0.936/0.776/0.966</td>
</tr>
<tr>
<td>Sparse (^23)</td>
<td>0.995/0.975/0.964</td>
</tr>
<tr>
<td>MP-MIDL (^23)</td>
<td>0.99/0.98/0.99</td>
</tr>
<tr>
<td>SVDD-based (^22)</td>
<td>0.993/0.969/0.988</td>
</tr>
<tr>
<td>OPML</td>
<td>0.993/0.983/0.973</td>
</tr>
<tr>
<td>COPML</td>
<td>0.995/0.989/0.977</td>
</tr>
</tbody>
</table>

E. COPML for Cold Start

We can observe that in the case free of the cold start issue (e.g., UCI data classification, face verification), OPML and
COPML can obtain comparable results, while in the case with cold start issue (e.g., abnormal event detection in videos), COPML is better than OPML. To further test the performance of COPML on an extreme case with cold start issue, we construct several datasets with specified structure to verify the different performance of COPML and OPML. Three datasets were picked from the UCI repository: (1) Image Segmentation (seg for short), with 7 classes, 19 features and 2310 samples; (2) EEG Eye State (eeg for short), with 2 classes, 15 features and 14980 samples; (3) Sensorless (sen for short), with 11 classes, 49 features and 58509 samples.

For each dataset, the samples from different classes are divided into disjoint 10/5/2 parts, then different parts of different classes are crosswise put together to construct a new dataset. Afterwards, the new dataset is divided into 2 folds. The first fold is used for training and the second fold is used for testing. As the previous setting for classification, we take a k-NN (k=5) classifier to get the final test results, shown in Table IV. The results prove that COPML performs better than OPML when the data has the cold start issue. Since when cold start occurs, COPML will incorporate both the pair and triplet information, instead of only using triplet in OPML.

<table>
<thead>
<tr>
<th>Data</th>
<th>Euclidean</th>
<th>OPML</th>
<th>COPML</th>
</tr>
</thead>
<tbody>
<tr>
<td>seg-10</td>
<td>0.069 ± 0.009</td>
<td>0.062 ± 0.006</td>
<td>0.057 ± 0.007</td>
</tr>
<tr>
<td>seg-5</td>
<td>0.067 ± 0.007</td>
<td>0.062 ± 0.007</td>
<td>0.054 ± 0.007</td>
</tr>
<tr>
<td>seg-2</td>
<td>0.067 ± 0.006</td>
<td>0.064 ± 0.007</td>
<td>0.054 ± 0.007</td>
</tr>
<tr>
<td>eeg-10</td>
<td>0.185 ± 0.004</td>
<td>0.181 ± 0.004</td>
<td>0.161 ± 0.023</td>
</tr>
<tr>
<td>eeg-5</td>
<td>0.213 ± 0.004</td>
<td>0.205 ± 0.005</td>
<td>0.185 ± 0.018</td>
</tr>
<tr>
<td>eeg-2</td>
<td>0.185 ± 0.004</td>
<td>0.178 ± 0.007</td>
<td>0.178 ± 0.007</td>
</tr>
<tr>
<td>sen-10</td>
<td>0.190 ± 0.002</td>
<td>0.193 ± 0.036</td>
<td>0.071 ± 0.011</td>
</tr>
<tr>
<td>sen-5</td>
<td>0.196 ± 0.002</td>
<td>0.197 ± 0.032</td>
<td>0.082 ± 0.014</td>
</tr>
<tr>
<td>sen-2</td>
<td>0.190 ± 0.006</td>
<td>0.067 ± 0.020</td>
<td>0.063 ± 0.015</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

We propose a one-pass closed-form solution for OML, namely OPML. It employs the one-pass triplet construction for fast triplet generation, together with a closed-form solution to update the metric with the new coming sample at each time step. Also, for cold start issue, COPML, an extended version of OPML is developed. The major advantages of our methods are: OPML and COPML are easy to implement. Also, OPML and COPML are very scalable with low space (i.e., \(O(d)\)) and time (i.e., \(O(d^2)\)) complexity. In the experiments, we show that our methods can obtain superior performance on three typical tasks, compared with the state-of-the-art methods.

APPENDIX A

PROOF OF THEOREM 2

Proof. Recall that the metric update formula of OPML is

\[
L_t = \begin{cases} 
L_{t-1}(I+\gamma A_t)^{-1} [z]_+ > 0 \\
L_{t-1} [z]_+ = 0.
\end{cases} \tag{24}
\]

According to the Theorem 1, we can obtain that,

\[
(I + \gamma A_t)^{-1} = I - \frac{1}{\eta + \beta} \gamma \eta A_t - (\gamma A_t)^2, \tag{25}
\]

where \(\eta = 1 + tr(\gamma A_t), \beta = \frac{1}{2} [tr(\gamma A_t)^2 - tr(\gamma A_t)^2] \) \(= 0\). Then at \(t\)-th time step, the learned metric \(L_t\) of one-pass strategy can be expressed as below,

\[
L_t = L_0 (I + \gamma A_1)^{-1} (I + \gamma A_2)^{-1} \cdots (I + \gamma A_t)^{-1}. \tag{26}
\]

Note that the batch triplet construction strategy here is considered in an online manner, that is to say, for each sample \(x_t\) at the \(t\)-th time step, all past samples are stored to construct a triplet with \(x_t\) (i.e., each triplet contains this \(x_t\)). Similar to \(L_t\), the learned metric \(L_0^*\) of the batch strategy (at \(t\)-th time step, \(C_t^*\) triplets can be constructed) can be denoted as follows,

\[
L_0^* = L_0^* \prod_{i=1}^{C_t^*} (I + \gamma A_{i1})^{-1} \prod_{i=1}^{C_t^*} (I + \gamma A_{i2})^{-1} \cdots \prod_{i=1}^{C_t^*} (I + \gamma A_{it})^{-1}. \tag{27}
\]

Let \(\langle x_1, x_{p1}, x_{q1} \rangle, \ldots, \langle x_t, x_{p_t}, x_{q_t} \rangle\) be the sequence of triplets constructed by the proposed one-pass strategy, which is contained in the sequence of triplets constructed by the batch strategy. If we let the \(L^*\) learn on the sequence of triplets
constructed by the one-pass strategy first, the Eq. (27) can be
reorganized as below,

\[ L^*_t = L^*_0 (I + \gamma A_1)^{-1} \cdots (I + \gamma A_t)^{-1} \cdot \prod_{i=1}^{C_t} (I + \gamma A_i)^{-1} \]

\[ (L^*_t \text{ learn on the sequence of } L_t \text{ first}) \]

\[ = L_t \cdot \prod_{i=1}^{C_t} (I + \gamma A_i)^{-1} \]

\[ (L_0 \text{ and } L^*_0 \text{ are both initialized as identity matrices}) \]

\[ = L_t \cdot \prod_{i=1}^{C_t} (I + B) \]

(by Theorem 1, where \( B = \frac{1}{\eta_t} \left( (\gamma A) - \omega A \right) \))

\[ = L_t \left[ I + \sum_{i=1}^{C_N} B_i + \sum_{i=1,j=1,i<j}^{C_N} B_i B_j + \cdots + \prod_{i=1}^{C_N} B_i \right] \]

(\( C_N = C_1 + \cdots + C_t - t \)).

Then we can calculate that

\[ \|L_t - L^*_t\|_F = \left\| L_t \left[ \sum_{i=1}^{C_N} B_i + \sum_{i=1,j=1,i<j}^{C_N} B_i B_j + \cdots + \prod_{i=1}^{C_N} B_i \right] \right\|_F \]

\[ \leq \|L_t\|_F \cdot \left\| \sum_{i=1}^{C_N} B_i + \sum_{i=1,j=1,i<j}^{C_N} B_i B_j + \cdots + \prod_{i=1}^{C_N} B_i \right\|_F. \]

Recall that \( A_t = M_1 - M_2 = (x_t - x_p)(x_t - x_p)^T - (x_t - x_q)(x_t - x_q)^T \in \mathbb{R}^{d \times d} \), which is a symmetric square matrix. According to the definition of Frobenius norm,

\[ \|A_t\|_F = \sqrt{\sum_{i=1}^{d} \sum_{j=1}^{d} |a_{ij}|^2} = \sqrt{\sum_{i=1}^{d} \sigma_i^2}, \]

where \( \sigma_i \) are the singular values of \( A_t \), which are equal to the eigenvalues of \( A_t \). According to Lemma 1, \( -\lambda_{\text{max}}(M_2) \leq \lambda(A_t) \leq \lambda_{\text{max}}(M_1) \), where \( \lambda(A_t) \) denotes the eigenvalue of \( A_t \), and \( \lambda_{\text{max}}(M) \) indicates the maximum eigenvalue of \( M \). Assuming that \( \|x_t\|_2 \leq R \), then \( \lambda_{\text{max}}(M_1) \) belongs to the range of \( \{0, 4R^2\} \). And since the rank of \( A_t \) is 2 (which has been proved in section III-B), there are at most two nonzero eigenvalues. Thus we can easily obtain that \( \|A_t\|_F \leq 4\sqrt{2}R^2 \).

Hence,

\[ \|B\|_F = \left\| \frac{\gamma}{\eta + \beta} A_t^2 + \frac{\eta \gamma}{\eta + \beta} (-A_t) \right\|_F \]

\[ \leq \left\| \frac{\gamma}{\eta + \beta} A_t^2 \right\|_F + \left\| \frac{\eta \gamma}{\eta + \beta} (-A_t) \right\|_F \]

\[ \leq \left\| \frac{\gamma}{\eta + \beta} \right\|_F \cdot \|A_t\|_F \cdot \|A_t\|_F + \left\| \frac{\eta \gamma}{\eta + \beta} \right\|_F \cdot \|A_t\|_F \]

\[ \leq 32 \left\| \frac{\gamma}{\eta + \beta} \right\|_F R^4 + 4\sqrt{2} \left\| \frac{\eta \gamma}{\eta + \beta} \right\|_F R^2. \]

Then, we can also calculate the range of \( \eta \) and \( \beta \) respectively.

\[ \eta = 1 + tr(\gamma A_t) \]

\[ = 1 + \gamma \cdot tr(A_t) \]

\[ = 1 + \gamma \left( (x_t - x_p)^T (x_t - x_p) - (x_t - x_q)^T (x_t - x_q) \right) \]

\[ = 1 + \gamma \left( \|x_p\|_2^2 - \|x_q\|_2^2 - 2\|x_t\|_2 \cdot \|x_q\|_2 \cos \theta_1 \right. \]

\[ + \left. 2\|x_t\|_2 \cdot \|x_q\|_2 \cos \theta_2 \right). \]

\[ \beta = \frac{1}{2} \left( \|tr(\gamma A_t)\|^2 - \|tr(A_t)\|^2 \right) \]

\[ \text{by the rule of } tr(\gamma A_t) = \gamma tr(A_t) \]

\[ = \frac{1}{2} \left( \|tr(\gamma A_t)\|^2 - 2\gamma^2 \|tr(A_t)\|^2 \right) \]

\[ \text{by the rule of } tr(A^2) = \sum_{i=1}^d \lambda_i^2 \]

\[ = \frac{1}{2} \left( \|tr(\gamma A_t)\|^2 - 2\|\gamma A_t\|^2 \right) \]

\[ \text{by the rule of } \|A_t\|_F = \sqrt{\sum_{i=1}^d \lambda_i^2} \]

\[ = \frac{1}{2} \left( \|tr(\gamma A_t)\|^2 - 2\|A_t\|^2 \right) \]

For \( 0 < \|A_t\|_F^2 \leq 32R^4 \) and \(-\frac{1}{2}R^2 < tr(\gamma A_t) < \frac{1}{2}R^2 \), the range of \( \beta \) is \((-R^2, \frac{1}{2}R^2)\).

**APPENDIX B**

**PROOF OF THEOREM 3**

**Proof.** By applying the one-pass triplet construction strategy, at the t-th time step, we can obtain one triplet \( \{x_t, x_p, x_q\} \). While in the batch construction (all past samples will be stored), we can get a triplet set \( \{\{x_t, x_p, x_q\}\} \). The average loss of these two strategies can be expressed as follows:

\[ \Psi_1 = \left[ 1 + \|L(x_t - x_p)\|_2^2 - \|L(x_t - x_q)\|_2^2 \right]_+ \]

\[ \Psi_2 = \frac{1}{C} \sum_{c=1}^{C} \left[ 1 + \|L^*(x_t - x_p)\|_2^2 - \|L^*(x_t - x_q)\|_2^2 \right]_+ \]

\[ \text{where } [z]_+ = \max(0, z), \text{ namely the hinge loss } G((x_t, x_p, x_q); L). \]

For \( \Psi_1 \), we only consider the case that \( z \geq 0 \), which exactly affects the updating of the metric \( L \). However, in \( \Psi_2 \), some losses may be negative. Thus,

\[ \Psi_1 = 1 + \|L(x_t - x_p)\|_2^2 - \|L(x_t - x_q)\|_2^2 \]

\[ \Psi_2 \leq \frac{1}{C} \sum_{c=1}^{C} \left[ 1 + \|L^*(x_t - x_p)\|_2^2 - \|L^*(x_t - x_q)\|_2^2 \right]. \]
Then we calculate the difference between the losses of these two strategies. That is,
\[
\Psi_1 - \Psi_2 \leq \frac{1}{C} \sum_{i=1}^{C} \Delta
\]
\[
= \frac{1}{C} \sum_{i=1}^{C} \left[ \|L(x_t - x_p)\|_2^2 - \|L^*(x_t - x_{p_i})\|_2^2 \right] + \|L^*(x_t - x_{q_i})\|_2^2 - \|L(x_t - x_q)\|_2^2 .
\]
(36)

For simplicity, we just analysis the \( \Delta \). By applying the rule of dot product (i.e., \( x^T y = \|x\| \cdot \|y\| \cdot \cos \theta \)), \( \Delta \) can be expanded as follows,
\[
\Delta = \|Lx_t\|_2^2 - \|L^*x_{p_i}\|_2^2 + \|L^*x_{q_i}\|_2^2 - \|Lx_q\|_2^2 \\
- 2\|Lx_t\| \cdot \|Lx_p\| \cdot \cos \theta_1 + 2\|L^*x_t\| \cdot \|L^*x_{p_i}\| \cdot \cos \theta_2 \\
- 2\|L^*x_t\| \cdot \|L^*x_{q_i}\| \cdot \cos \theta_3 + 2\|Lx_t\| \cdot \|Lx_q\| \cdot \cos \theta_4 .
\]
(37)

In order to simplify the expression, we set
\[
1 = -2\|Lx_t\| \cdot \|Lx_p\| \cdot \cos \theta_1 \\
2 = 2\|L^*x_t\| \cdot \|L^*x_{p_i}\| \cdot \cos \theta_2 \\
3 = -2\|L^*x_t\| \cdot \|L^*x_{q_i}\| \cdot \cos \theta_3 \\
4 = 2\|Lx_t\| \cdot \|Lx_q\| \cdot \cos \theta_4 .
\]
(38)

Assuming that the angle \( \theta \) between two samples coming from the same class is very small after the transformation of \( L \) or \( L^* \) (i.e., \( \cos \theta = \alpha, \alpha \geq 0 \) and \( \alpha \) is close to 1), while \( \theta \) is very large otherwise (i.e., \( \cos \theta = -\xi, \xi \geq 0 \) and \( \xi \) is close to 1). Thus,
\[
0 \leq \cos \theta_1 \leq \alpha \leq \cos \theta_2 \leq 0 \\
0 \leq \cos \theta_3 \leq 0 \\
0 \leq \cos \theta_4 \leq \xi .
\]
(39)

where \( 0 \leq \alpha \leq 1, 0 \leq \xi \leq 1 \) and both of them are close to 1. Then, we can obtain that,
\[
-2\alpha \|Lx_t\| \cdot \|Lx_p\| \leq 1 \leq 0 \\
0 \leq 2 \leq 2\alpha \|L^*x_t\| \cdot \|L^*x_{p_i}\| \\
0 \leq 3 \leq 2\xi \|L^*x_t\| \cdot \|L^*x_{q_i}\| \\
-2\xi \|Lx_t\| \cdot \|Lx_q\| \leq 4 \leq 0 .
\]
(40)

Here, we only consider the upper bound of \( \Delta \),
\[
\Delta \leq \|Lx_{p_i}\|_2^2 - \|L^*x_{p_i}\|_2^2 + \|L^*x_{q_i}\|_2^2 - \|Lx_q\|_2^2 \\
+ 2\alpha \|L^*x_t\| \cdot \|L^*x_{p_i}\| + 2\xi \|L^*x_t\| \cdot \|L^*x_{q_i}\| \\
\leq \|Lx_{p_i}\|_2^2 + \|L^*x_{p_i}\|_2^2 + 2\alpha \|L^*x_t\| \cdot \|L^*x_{p_i}\| + 2\xi \|L^*x_t\| \cdot \|L^*x_{q_i}\| .
\]
(41)

According to the property of compatible norms, that is,
\[
\|Ax\|_2 \leq \|A\|_F \cdot \|x\|_2 .
\]
(42)

For assuming that \( \|x\|_2 \leq R \) (for all samples), \( \|L\|_F \leq U \) and \( \|L^*\|_F \leq U \), we can obtain that,
\[
\Delta \leq 2(\alpha + \xi + 1)R^2U^2 \\
\Psi_1 - \Psi_2 \leq 2(\alpha + \xi + 1)R^2U^2 .
\]
(43)

Thus, this theorem has been proved.

Appendix C

Proof of Theorem 4

Proof. The regret can be defined (according to the definition of Chapter 3 in [28]) as below:
\[
R(L_*, T) = \sum_{t=1}^{T} G_t(L_t) - \sum_{t=1}^{T} G_t(L_*) ,
\]
(44)

where \( G_t(L) = [1 + \|L(x_t - x_p)\|_2^2 - \|L(x_t - x_q)\|_2^2]_+ \). Here, we also only consider the case that the loss is positive, which exactly affects the updating of the metric \( L \). However, one triplet which generates a positive loss with \( L \) may incur a negative loss with \( L_* \). Thus, after expanding,
\[
R(L_*, T) \leq \sum_{t=1}^{T} \left[ \|L_t(x_t - x_p)\|_2^2 - \|L_t(x_t - x_q)\|_2^2 \\
- \|L_*(x_t - x_p)\|_2^2 + \|L_*(x_t - x_q)\|_2^2 \right] .
\]
(45)

In the similar way of proving the Theorem 3 we can easily prove this theorem.
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