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Abstract

Intensity modulated radiation therapy (IMRT) is a relatively new treatment 

planning and delivery technique. The complex multiple-segment nature of

an IMRT plan makes it difficult to verify using traditional look-up tables and

hand calculations.

The purpose of this project was to develop an effective and time-efficient 

plan checking procedure using a combination of ionisation chambers and 

film. The dosimeters available were 0.03 cc volume and 0.6 cc volume 

thimble ionisation chambers, Kodak X-Omat V (XV) film and Kodak

Extended Dose Range (EDR2) film. First the dosimeters were tested for 

accuracy in terms of their dose response in the clinical range required (up to 

about 200 cGy). All were found to be suitable for further investigation for use 

in IMRT plan checking.

One non-IMRT and six IMRT plans were validated. The plans were 

transferred from the patient geometry to a 30 cm x 30 cm x 30 cm cubic

phantom made up of slabs of solid water. The ionisation chambers and films 

were calibrated and used to measure the dose delivered to the phantom at 

the isocentre for each beam and for an entire IMRT treatment. The film was 

also used to provide axial and planar dose distribution maps for comparison 

with the predicted distributions. Time restraints meant that not every type of 

dosimeter was used for every beam and treatment plan.

It was found that the isocentric 0.6 cc volume ionisation chamber provided a

suitably accurate dose check, with an average difference between predicted 

and measured full treatment doses of 2.0 cGy with a standard deviation of

2.7 cGy and 1.5% with a standard deviation of 2.1%. The film was less 

successful, with the EDR2 film (digitised and analysed using ImageJ 

software) giving an average difference between predicted and measured full 

treatment doses of 5.4 cGy with a standard deviation of 4.0 cGy and 4.0%
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with a standard deviation of 3.1%. The film was very useful for obtaining 

qualitative dose distribution maps, which could be used as surrogates to 

verify that the radiotherapy treatment planning system’s co-ordinate

information was being transferred correctly.

Following the results of the test cases a procedure was established for all 

future IMRT plans. The procedure can easily be varied to include further 

measurements if necessary, and consists of measuring the dose at isocentre

from each beam and the whole treatment using the 0.6 cc ionisation chamber. 

EDR2 film is to be used to visually verify the axial dose distribution, and XV 

film to verify planar dose distributions for each beam.
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Chapter 1: Introduction

1.1 Project Aims

Treating cancer patients with intensity modulated radiation therapy (IMRT) 

at the Illawarra Cancer Care Centre (ICCC) required independent validation 

of the radiotherapy treatment plans generated for these treatments. The

multiple segment nature of IMRT treatment fields made it difficult to use

look-up tables and a simple calculation check.

The purpose of this project was to investigate possible plan checking methods

using physical dosimetry techniques. The new plans were checked with 

ionisation chambers and radiographic film dosimeters. Each technique used 

was examined in terms of practicality, reliability, speed and accuracy.

One forward-planned three-segment antero-posterior (AP) field and two-

segment postero-anterior (PA) field plan was used to trial the dosimetry 

methods. Then six IMRT plans were validated with the said dosimetry. All

aspects of the dosimetry and checking of the IMRT plans were examined and

recorded in an attempt to create a viable process for independent validation 

of IMRT patient plans.
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1.2 Cancer and Radiotherapy

1.2.1 Cancer

The word cancer is used to describe a type of disease that consists of 

damaged, malignant cells in the body. These damaged cells can reproduce 

faster than normal cells, and have no cohesion abilities so they can spread

quickly and in an uncoordinated fashion throughout the body. There are 

many different types of cancer, which can vary greatly in severity and 

structure and occur in different parts of the body76. Some abnormal cells do 

not spread beyond the connective tissue capsule of the primary tumour itself 

(known as benign tumours), so the tumour simply distorts the surrounding 

tissue without altering the basic tissue organisation (Figure 1.1). Malignant, or 

cancerous, types of abnormal cells can eventually break away from the

primary tumour and begin to invade surrounding tissue. If they reach nearby 

blood vessels they can travel throughout the body and eventually leave the 

circulatory system again to create secondary tumours, or metastases.

Figure 1.1. Normal cell structure compared to cancer

formation, which is forcing normal cells out of the way16.

The ways by which cancer can cause death are: because the tumour or 

tumours have compressed vital organs to a point where they can no longer

function; because cancer cells have replaced functional normal cells in vital 

organs76; or because the cancer cells have competed so strongly for space and 

nutrients that they have crowded out normal cells104. When malignant cells,

which cannot become specialised like normal cells, take over the normal cells

they are unable to carry on the functions of the original cells, so there reaches 

a point where the vital organ is unable to continue its own function. Although
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some types of cancers have known common causes or risk factors, most are 

initiated by a unique set of causes5.

The treatment and prevention of cancer has become a major issue in society, 

and as a result treatment techniques continue to improve rapidly.

Radiotherapy uses ionising radiation to destroy the cancer cells by damaging

or completely breaking DNA strands, hence stopping the cancer cell from

reproducing. The two chief forms of radiotherapy are external irradiation, 

and intracavity and interstitial irradiation, or brachytherapy5.

Radiotherapy is most often used as a treatment by itself, or in combination 

with surgical removal of the cancer or with chemotherapy; it provides 

advantages in organ preservation, quality of life, palliation of symptoms, and

survival rates. Many curable cancers that consist of solid tumours are still

treated surgically, however unlike in the past the tendency is not to attempt to

remove the entire tumour and surrounding tissue, but to remove a large

portion in less radical surgery (for example, by performing a lumpectomy as 

opposed to removing the entire breast in a mastectomy) and use radiotherapy 

or chemotherapy to treat or ‘clean up’ surrounding areas. If the probability of 

cure from either surgery or radiotherapy is equal, the choice of treatment 

depends on the preference and knowledge of the prescribing doctor, the 

availability of either treatment, and the relative risk of morbidity or adverse 

effects5.

The exact form of radiation treatment – even the precise dose of radiation to

be delivered to a particular tumour – is not a set prescription because every

cancer has its own pattern of local behaviour, metastasis, and response to 

prevention and treatment5.

In the year 2000 cancer was the leading cause of death in Australia, at 30% of

male deaths and 25% of female deaths6. Although the overall cancer death 
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rate has begun to fall from previous years, the incidence of cancer is

increasing, with 88 000 new cases diagnosed each year, and the death rate

from many of the most common cancers is increasing5. The most common 

cancers diagnosed in Australia in 2000 were bowel cancer, breast, prostate,

melanoma, and lung cancer, which together accounted for 60% of registered 

cancers6.
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1.2.2 Radiotherapy

The main processes involved in the radiotherapy treatment of cancer are80:

locating and defining the treatable tumour; defining the position of the 

patient, tumour, and important structures in relation to each other and to the 

treatment machine; deciding on a treatment plan; predicting the resultant 

dose distribution; and creating detailed instructions for the treatment.

X-rays are the most commonly used beams in radiotherapy. The important 

factor is the amount of energy that the radiation deposits. This is known as

the absorbed dose, measured in Grays (Gy), which corresponds to joules 

absorbed per kilogram.

ICRU 5048 formalised the following treatment volumes. The sites to be treated 

are defined by the treatment volume (TV), which is the area that needs to be

treated in order to cover the known tumours and to account for surrounding

microscopic malignancies (known as the clinical target volume or CTV) and to 

allow for movement and variations such as breathing. Because the collimation

of the treatment beam is not perfect, but consists of a penumbra, an extra 

margin must be added to ensure that full dose is delivered to the treatment 

volume, without compromising the protection of critical structures and 

surrounding tissue125. ICRU 6249 introduced the concept of the internal

margin and the set-up margin. The CTV, internal margin, and set-up margin

define the planning target volume (PTV). The irradiated volume (IV) is the 

volume that actually receives treatment.

The goal of radiotherapy is to treat the CTV to destroy the cancer, while

minimising the size and dose to the surrounding areas of the IV. Obviously a 

radiotherapy beam shaped more exactly to the shape of the CTV would help 

to accomplish both of these objectives. The relationship between the clinical 

volumes is shown in Figure 1.2.
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PTV

TV

gross
tumour
volume

CTV

Figure 1.2. The defined treatment volume. The IV would surround the TV.

Where the energy from the x-rays is deposited, the aim is to maximise the

effect on cancer cells but to minimise the effect on normal cells, especially in

more radiosensitive tissues such as the heart. For example, too small a dose

might not destroy the cancer cells effectively, whereas too large a dose would

be more effective on the cancer cells, but might also kill too many healthy 

cells. IMRT presents the option to give a higher dose to the tumour and less to

normal tissue.

To evaluate the dose delivered to the tumour it is important to predict and

check the planned amount and distribution of absorbed dose. As well as the 

resultant dose being calculated or modelled on a planning computer, physical

and mathematical verification can be carried out on both the plan and in vivo.
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1.3 Radiation Interactions – Clinical IMRT Sites

IMRT is currently being used to treat tumours of the prostate, breast, head

and neck, central nervous system, lung and liver. Successful results have been 

reported, with a decrease in complications from conventional treatment, as

well as a good response in the treatment of metastases9. The main success has 

been with tumours of the head and neck, which tend to have stable (or easy to

stabilise) target locations, highly sensitive surrounding structures, and a 

relatively high response to increases in radiation dose50.

Two sites that are often of concern in the treatment of head and neck cancers 

are the lacrimal and parotid glands. IMRT offers the ability to minimise the 

doses that are delivered to these sensitive structures.
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1.3.1 Lacrimal Gland

The eye (Figure 1.3) is an important structure that is made up of many 

sensitive components, all of which may be affected by radiation in different 

ways. Some susceptible parts include, for example85:

The eyelashes, which serve as touch sensors, protect the eye from tiny 

particles by causing the eye to blink when contact is made. Radiation

destroys the lashes, sometimes permanently.

The eyelid is covered by the thinnest skin on the body and a very 

delicate mucosa both of which, when irradiated, are affected to the

point where flexibility and therefore effectiveness and comfort of the 

lid is decreased.

The nasolacrimal duct and sac provide a drainage system for tears, and 

may become blocked following irradiation.

The cornea does not contain blood vessels, so radiation does not 

produce vascular damage but disrupts the epithelial and connective

tissue layers of the cornea. With irradiation the corneal surface thins

and can develop tiny ulcers (keratitis); these usually clear up after 

treatment, but sometimes lead to corneal ulcers.

Figure 1.3. Diagram of the eye showing

the position of the lacrimal gland96.

The almond-shaped lacrimal gland, otherwise known as the tear gland, lies in 

the upper lateral corner under the eyelid. It provides the main ingredients
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and most of the volume - about 1 mL per day - of the tears that bathe the

surface of the eye. The secretion also contains lysozyme, an enzyme that 

attacks micro-organisms76.

Radiation can suppress the productions of the lacrimal gland, leading to ‘dry 

eye’85. This condition can be very painful, and can result in fast deterioration 

of the cornea by constant irritation. Treatment may involve constant use of

eye drops, called ‘artificial tears’, or even surgery76.

According to Moss85, if a fractionated dose of 32 to 45 Gy is delivered to the

lacrimal glands and eye, then slow changes tend to occur over 4 to 8 years, 

and approximately a quarter of patients lose that eye. Fractionated doses of 54 

Gy have been found to result in severe dry eye in all patients.

The lacrimal gland was spared in the first two patients treated at ICCC. For 

the second IMRT treatment at ICCC a conventional plan was prepared with a 

planned dose of 63 Gy to the lacrimal gland, which is a very damaging dose. 

When the treatment was replanned for IMRT the planned dose to the lacrimal 

gland was 12 Gy79.
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1.3.2 Parotid

The parotid salivary glands (Figure 1.4) produce approximately 25% of the 

saliva found in the mouth. The secretion from the parotid salivary glands

consists of a large amount of salivary amylas, a digestive enzyme that begins 

the chemical breakdown of food. Saliva is necessary when eating to lubricate 

the mouth and to dissolve chemicals that stimulate the tastebuds. When not 

eating the saliva flushes oral surfaces and helps to control oral bacteria76.

Figure 1.4. Diagram showing the position of the parotid glands96.

If the amount of saliva is reduced, which happens when the parotid salivary 

glans are affected by radiation therapy, a condition known as xerostomia 

occurs. Then not only can the dryness of the mouth become very

uncomfortable but the subsequent increase in bacterial populations can 

quickly lead to recurring infections and the erosion of teeth and gums.

The University of Michigan has studied the use of 3DCRT and IMRT in 

parotid-sparing radiation treatment, and found that IMRT plans, in 

comparison to conventional treatment plans, showed better target conformity, 

and reduced the dose to the parotid by about two-thirds. As a result salivary 

flow was conserved in the majority of IMRT cases50. However, it has been 

found that care must be taken when using IMRT to reduce the dose to the
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parotid as a consequence may be to increase the dose to the oral cavity and

the submandibular glands121.

The University of California, San Francisco (UCSF) has also treated a large 

number of patients for nasopharyngeal carcinoma since 1995, and reported 

success in comparison with conventional treatments112.

IMRT treatment represents a high cost due to increased planning, treatment 

time and equipment requirements, which is currently not reimbursed in 

Australia. Head and neck cancers are well suited to IMRT because of better

target fixation, and it is this clinical site that has aroused most interest in

Australia. Several other centres have reported good results with successful 

sparing of the parotid, such as the Peter MacCallum Cancer Centre, 

Melbourne, which has treated at least 14 head and neck patients since 

November 200095. Three IMRT treatments at ICCC have involved sparing the

parotid glands, and typically doses below 20 Gy to the glands of these

patients have been achieved.
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1.4 Dosimetry Validation

1.4.1 Quality Assurance

The World Health Organisation (WHO) in 1988 stated that it was necessary 

for all radiotherapy centres to implement quality assurance (QA), defining it 

as “all those procedures that ensure consistency of the medical prescription

and the safe fulfilment of that prescription as regards dose to the target 

volume, together with minimal dose to normal tissue, minimal exposure of

personnel, and adequate patient monitoring aimed at determining the end

results of treatment”5. Quality assurance should combine routine machine QA 

with patient-specific QA (such as the taking of port films) to provide

sufficient confidence that treatment dose distributions are delivered as 

planned64.

In 1996 Australia had no formal policy on QA5, although the ACPSEM

(Australasian College of Physical Scientists and Engineers in Medicine)

Position Paper82 outlines recommended QA procedures, and this paper is 

currently being updated by a college committee. Most centres routinely carry

out such procedures including physical evaluations of beam outputs, 

recording and verifying treatment procedures, taking port films during 

treatments, and informal chart reviews throughout the treatment period.

QA includes the checking of all patient treatment plans to ensure they have

been calculated, transferred and generally planned correctly. There is 

evidence that differences as small as 5 to 10% in the absorbed dose that is

delivered to a target might result in significant differences in the local control

of tumours for some types of treatment, which indicates the necessity for 

accurate dose delivery86. Additional errors in the treatment delivered may 

result from patient movement during treatment (external and internal, such 

as breathing), and incorrectly setting the controls of the treatment machine.
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Linear accelerators require regular QA checks to ensure everything is

working correctly and the machine dose output is accurate. Beam 

characteristics are also measured, as linear accelerators do not produce

exactly the same beam characteristics as each other. Some of the most 

important measurements and checks include36:

Flatness and symmetry of the beam.

Central axis percentage depth doses and tissue maximum ratios.

Penumbra.

Field-size dependent output factors.

Wedge transmission factors.

Block tray transmission factors.

Transmission through tertiary block materials such as fixed blocks or 

multileaf collimators (MLCs).

QA of MLC systems should include the standard tests applicable to 

conventional secondary collimator systems, such as light and x-ray field 

coincidence, interlocks, and collimator rotation. It should also involve tests

on84:

Leaf position compared to the position readout. 

Width of the penumbra as a function of the leaf position.

Leakage between leaves and through back-up collimators.

Systems for shaping MLC leaves and transferring of leaf files.

Dose distribution at the stepped edge.

For MLCs that are to be used for dynamic deliveries, leaf speed control.

Regular QA checking of the output of each energy on a linear accelerator is 

usually limited to one field size – conventionally 10 cm  10 cm – and involves

one set of standard measurements – around 100 MU. Step-and-shoot IMRT 

can involve very short beam-on times (less than 10 MU), small segment field 

sizes (less than 3 cm, which is the minimum field size usually prescribed in 

conventional treatment), and segments that are completely offset from the
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axis of the collimator103. As traditional QA practices do not usually test such 

conditions they may not be sufficiently verified as accurate for use in IMRT. 

For example standard QA procedures do not usually take into account the

delivery of small quantities of MUs, but when planning IMRT the output of 

the linear accelerator for small deliveries of MUs should be considered39. In 

addition, regular dosimeters may not be suited to such conditions – an 

ionisation chamber that is well suited to a field size of 10 cm  10 cm might be

too large to provide sufficient spatial resolution in a smaller field size. 

Commissioning tests of the linear accelerator that should be carried out

specific to IMRT conditions include dose rate stability, stability of beam 

flatness and symmetry, and relative output factors103.

Mageras et al.75 provides a list of safety objectives for when conformal 

treatment is being planned and carried out. These include ensuring that: 

settings during verification and treatment are to the exact specifications of the 

plan, including verification of patient and data; the set-up is properly verified

before treatment; and potential hazards such as equipment collisions are

prevented, minimised, and checked for.

Because IMRT dose verification techniques are still developing there is debate 

about whether plan checking should include pre-checking the MLC system

itself, versus patient-by-patient plan checks100. Pre-checking involves rigorous 

dosimetric and QA procedures on the entire system, largely eliminating 

individual patient plan checks. Clearly this becomes more of an issue as the

number of patients being treated with IMRT increases.
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Chapter 2: Literature Review

2.1 IMRT Delivery Methods

Intensity modulated radiation therapy (IMRT) is a relatively new treatment 

planning and delivery technique that can greatly improve the process of

conformal radiotherapy88. Conformal radiotherapy refers to the process of 

blocking a beam with irregularly shaped beam portals so that the dose

delivered corresponds more closely to the tumour whilst reducing the dose to

healthy tissue99. In practice IMRT plans nearly always involve more field

angles than competing conformal non-IMRT plans. More beams with 

optimised weights allows for the dose distribution to conform better to the

target, although a drawback is that an increased volume of normal tissue is 

irradiated at low dose141.

Three-dimensional conformal radiation treatment planning (3DCRTP) 

involves a number of beams of uniform intensity (or simply modified with a

wedge or compensator), which are shaped to fit the target from multiple set 

beam directions. In addition IMRT provides varying intensity across the field

in order to account for the tumour shape in the third dimension. This allows

for a higher dose to be delivered to the tumour whilst sparing of critical 

sensitive structures is maintained.

According to Purdy99, as of 1st April 1996 just 124 patients at seven institutions

around the world had been treated using the technology. Now nine years

later about 300 clinical sites in the USA have treated patients using IMRT59,

and several (at least six) centres in Australia. At the Memorial Sloan Kettering

Cancer Centre, New York, USA – one of the first centres to implement IMRT –

the treatment of several thousand patients has been reported, with about 200 

treatments carried out a day63.

Although IMRT is actually just one of the various techniques that allow

complex dose planning and delivery, it utilises dose objective planning and
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calculation to more effectively conform dose to three-dimensional volumes. 

This method is often referred to as ‘inverse planning’.

Delivery of MLC IMRT treatments may be dynamic, where irradiation 

continues while the necessary components of the treatment machine are in 

motion, the most common being ‘dynamic sliding window’ delivery, where

each MLC leaf pair moves independently but in the same direction across the 

target volume, effectively sweeping variable leaf widths across the field and 

leaf separation determines the dose. Or MLC IMRT treatments may be static, 

in which a number of fixed segmented fields in each beam are set up and

treated automatically, with the treatment beam pausing while segments are 

repositioned75. This is commonly known as step-and-shoot treatment, and is 

the style of delivery used in this project. Static step-and-shoot delivery is more 

like multiple discreet fields, but is more easily verifiable than dynamic

delivery and requires less quality assurance because the speed of the MLC 

leaves does not need to be verified24. According to a study by Chui et al.24 a 

dynamic sliding window dose delivery requires approximately 20% more

beam-on time in monitor units (MUs) than most static step-and-shoot MLC 

deliveries, however static delivery requires a little more actual treatment time

per MU because there is beam hold-off as the leaves move from segment to 

segment.

Conventional treatment plans deliver higher doses to the main tumour, and 

lower doses to smaller subclinical regions usually following the main

treatment (called a boost treatment)50. In head and neck cancers especially a 

treatment program often consists of several successively shrinking treatment 

volumes. Treatments tend to show an improved response if treatment courses 

are shortened, sometimes to even two treatments a day. With IMRT it has

been shown that if a treatment is delivered as a concurrent or concomitant 

boost – large enough to cover the main tumour and the boost region – the

dose delivery to both regions may be more efficient, as fractionation to the
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tumour boost region is sped up136, and the dose distribution is likely to be

more conformal because the multiple dose regions, being delivered together,

do not accidentally overlap50.

To create fields wider than the limitations set by the Varian MLC leaf 

extension and over travel, beams can be split into asymmetrical overlapping 

fields with variable intensity in the overlapping region. This is probably more 

effective and less prone to error than trying to align two (or more) non-

overlapping abutted field edges136.

One potential problem that occurs with IMRT is that the IMRT field may 

consist of many segments. Multiple segment treatments lead to a relatively

higher ratio of MUs to dose than single segment treatments. As a result of this

the total leakage of dose through the leaves (i.e. transmission) increases in 

proportion to the MUs delivered, although this can be minimised by using the 

secondary collimator jaws as back-up shields.

IMRT treatments are more susceptible to certain errors than conventional 

treatments. According to Papatheodorou et al.89 (in 1999) the implementation 

of IMRT has been held back because of problems relating to practical delivery

and verification tools, and quality assurance procedures. For example, 

according to LoSasso et al.64 a 1 mm error in the calibration of the jaws and

leaves is normally considered tolerable for non-IMRT dose delivery.

However, the leaf error tolerance is reduced to a much more precise 0.2 mm

for a dynamic IMRT dose delivery.

Inaccuracies or uncertainties in the treatment set-up or fluence profiles that 

may be relatively insignificant in conventional treatment planning can 

produce large inhomogeneities in the overall dose distribution, resulting in 

significant hot or cold spots26. Convery et al.26 found that inaccuracies in 

gantry angle have little impact on the dose delivered.
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The intensity modulated beam profiles may include very sharp dose

gradients compared to standard plan beam profiles, both within and at the 

boundaries of the target area, which means that accurate knowledge of 

patient position is very important, and also that patient movement during 

dose delivery can have much more effect on the precision of the treatment 

than it would have for normal unmodulated static fields61. Although there are

no published standards for the dosimetry of IMRT, for standard radiation

therapy the ICRU 4246 recommends a dose accuracy of 2% or 2 mm in very 

steep dose gradients where there is a change of greater than 1% of average

intensity per mm.

Gamma analysis is a mathematical method that searches for regions that do

not meet one of the above constraints. Because most dose measurements in

this report were positioned in low dose gradient regions, at least for 

combined fields, percentage differences are quoted in the results sections.

Positional tolerances (mm) in high dose gradient regions were not examined.

IMRT beams often involve many fields that are smaller than those used in 

conventional treatments (where a 3 cm x 3 cm field is generally accepted as 

the smallest that can be reliably verified). For Varian linear accelerators an 

increase in backscatter to the monitor ionisation chambers from smaller fields

can cause the chambers to accumulate dose sooner, which results in a 

decrease in dose. Approximately a 2 to 3% increase in backscatter has been

found for a field size of 0.5 cm x 0.5 cm compared to a field size of 40 cm x 40 

cm121. As the MLCs are pre-mounted they are lower in the treatment head, 

further away from the monitor chambers. This is the main contributor to the 

difference between output factors for MLC and jaw-defined fields. At very 

small fields approaching 1 cm x 1 cm the spatial resolution of the detector also 

becomes an issue.
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2.1.1 Matchlines

When radiation fields are abutting, precise and accurate placement of the 

radiation fields is required144. If the two fields are not matched exactly, the 

region where they meet could receive too little or too much dose (known as a 

cold or hot spot respectively). This dose zone is known as a matchline. It 

becomes especially important in IMRT because of the number of MLC 

segments present in one beam.

The Varian MLC has a rounded leaf end. Partial transmission through the leaf 

end causes a slight penumbra that contributes to the matchline effect. To 

avoid this the leaves can be deliberately offset a certain distance115.
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2.1.2 Tongue and Groove Effect

Each MLC has a tongue and groove designed to minimise interleaf leakage. 

When either the leaf or its adjoining pair is left out for a significant amount of

time in a segment arrangement this can lead to an under-dose shadow in the

exposed part of IMRT segments. This is because the tongues of the leaf pair

cause a dose shadow. The effect is shown in Figure 2.1; a three-segment 

sequence is shown, where the cold dose region equates to a 20% dose shadow.

Deng et al.28 found that the tongue-and-groove effect for a single IMRT field 

produced an effect of up to 10% of the maximum dose. However, for an IMRT 

treatment using more than five gantry angles the effect averaged out to just

1.6%.

Figure 2.1. The tongue and groove underdose effect from a three-segment IMRT 

sequence. The line indicates the regions of underdosage (courtesy of Peter Hoban and

Peter Metcalfe, private communication, 2004).
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2.2 Planning

2.2.1 Radiotherapy Planning Computer

Computers have been used in planning radiation therapy for around 40 

years99. Today nearly all radiotherapy treatments are planned on a

radiotherapy treatment-planning computer. Computers allow for better 

optimisation of the dose, and provide detailed instructions for the setting up

and treatment of the patient, including maps of the planned dose distribution.

The planner enters and manipulates patient information such as CT scan data, 

and inputs instructions such as the dose required to the target volume. In 

order to use information from various sources, which likely have different

data parameters such as pixel size and different conventions for labelling and 

sequencing data, the treatment planning system must be able to accept and 

assimilate a range of data types, as well as account for variations in patient 

orientation and position129.

The central basis of an IMRT calculation, the ‘inverse method’, is that a

computer is used to calculate physically deliverable modulated beam fluence

profiles that will give the best possible dose distribution to the defined target

volume and critical structures. Previously, radiation treatment planning 

computers did not actually design the planned treatment distribution as such,

but were more commonly used to recalculate treatments using beam weights

and wedge modulators based on the experience of the planners. IMRT 

planning allows for a much greater degree of freedom in designing the 

treatment, which in turn means a lot more information must be processed108.

Because the process of creating complex intensity maps followed by an 

associated leaf sequence is generally too complex for humans, computers

have been developed to calculate appropriate beam modulation from a series 

of dose objectives. Today, technology has advanced enough for computers to 

handle the large amounts of data necessary and to solve such complex inverse 

planning problems as are necessary for IMRT plans to be processed.
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Computer-generated plans are usually represented graphically as a series of

relatively simple two-dimensional isodose distributions overlayed on CT 

slices (Figure 2.2), often with colourwash overlays to make high and low

doses more easily distinguishable. Using a computer it is possible to view the 

beam positions and dose distribution three-dimensionally from any angle. A

quantitative measure known as the dose-volume histogram (DVH) can show 

the cumulative fraction of dose received by each specified volume129 (Figure 

2.3). This has developed as probably the most useful three-dimensional

analysis tool for comparing and reviewing plans.

Figure 2.2. Example of isodose curves in a depth dose distribution78.

The dose delivered to a patient must agree with the prescription to assure the 

outcome of the treatment59, so the dose output per MU from the machine 

must be accurately calculated by the planning system. Beam data, which

provides the unique characteristics of each beam from each linear accelerator,

is acquired, or commissioned, correctly, and the dose calculation algorithm 

used by the planning computer needs to be accurate. This is best achieved by 
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having a model that closely mimics the physics of the interaction and dose

deposition processes. 

Figure 2.3. An example of the DVH that was created to evaluate Case 2 plan. The y-axis

indicates the percentage of each volume that receives the dose indicated on the x-axis.  The 

blue and green lines represent dose to target volumes, to which the majority of dose is 

desired to most of the volume, and the aqua and pink lines represent critical structures,

where minimal dose is desired to most of the volume. 
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2.2.2 Conventional Planning

Traditionally, dose-planning calculations whether manual or computed have 

involved simple corrections based on measured dose distributions, such as 

jaw-dependent output factors and depth dose factors. According to Mackie et

al.74 the three basic steps in correction-based algorithms are: 

Using generating functions to characterise the dose in a 

homogeneous medium (such as collected in a water phantom);

Reconstructing the generating functions to account for the 

treatment field (this involves summing up small contributions from 

discrete beam elements). Included in this step are corrections for all 

beam modifiers and shapers. 

Correcting for patient anatomy, including contours and

heterogeneities (such as lung, air cavities and bone).

More advanced dose calculation engines are usually based on radiation 

transport models to predict the dose from first principles74. Model-based 

algorithms include convolution methods and Monte Carlo methods. Mackie73

has grouped all the methods into two main types; corrections-based and 

model-based.
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2.2.3 Convolution Calculations

The Monte Carlo method is especially popular with researchers when 

accurate benchmarks in inhomogeneous media need to be established. 

However, for everyday radiotherapy planning it is currently considered to be

too slow as it involves tracking many millions of individual photon histories

to achieve high statistical accuracy. Instead, the current standard technique is

a convolution calculation. For the planning involved in this project the

method used was collapsed cone convolution (first described by Ahnesjo3).

In general, convolution methods involve the superposition integral of a

primary interaction array (fluence or TERMA) with a dose spread array 

kernel. Kernel values are obtained by recording the energy deposited in the

voxels that make up the kernel, from the total energy delivered by the 

primary photons to an interaction voxel. A fractional energy component in

each voxel is calculated by dividing the energy in each voxel by the total

energy. Monte Carlo methods have been used to generate first scatter and

multiple scatter kernels, or an analytical function can be used to model the 

dose-spread kernel. Convolution methods approximate the effects of electron

ranging, allowing a faster calculation of the dose at every point in the target 

volume than Monte Carlo methods.
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2.2.4 Inverse Planning

The inverse technique is often used for calculating intensity-modulated

distributions. It is so named because the method used to solve the 

optimisation problem inverts the known desired dose distribution to obtain

the unknown intensity modulation124. When Monte Carlo generation is used

to predict conventional dose distributions, the error involved arises from the

statistical nature of the Monte Carlo process. If Monte Carlo is used to 

generate dose distributions for inverse treatment planning, an additional

error arises called ‘noise convergence error’. This is a result of the 

optimisation converging to the optimal solution for noisy dose calculations,

which is different to the optimal solution for noise-free dose calculations. This

error should be present in any inverse treatment plan that uses either 

inaccurate or imprecise dose calculation, such as pencil beam or Monte Carlo 

methods, respectively51.

IMRT planning involves computer optimisation of treatment plans. Biological

optimisation can be used, but dose optimisation is an alternative when 

minimal radiobiological data for the tumour and normal tissue is available60.

Biological optimisation methods are preferable because the precise reactions 

of the individual tumour and the surrounding normal tissues can be

predicted. However this can be very difficult as obtaining individual

radiobiological response information is not feasible for each unique patient 

and tumour. Dose-based optimisation methods are more common because 

they are more straightforward and the majority of radiotherapy planning 

experience is based on dose prescription. In the same way IMRT uses dose as 

a substitute for biological effect52. First, optimal dose criteria are specified. 

Next a complex optimisation, or search, algorithm is used to find the best plan 

based on a score ranking for each possible plan99.

Specifying the optimal criteria for a treatment plan involves giving a value

and weighting to each factor. For example, the minimum and maximum 
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doses to be delivered to the tumour might be stipulated and given an

importance weighting. Similarly, the maximum doses allowed to critical 

structures can be given weightings. The treatment planner can identify the 

various structures on a patient data image by programming in optimal

isodose contours84. The weighting denotes the importance of each given

criteria; allowing the computer to find the closest match to the plan, rather

than trying to perfectly satisfy all conditions.

Once the criteria have been specified as objective functions the computer uses

an optimisation algorithm to carry out an iterative search to find the best 

beam fluence pattern. The proposed treatment plan is assigned a score based 

on its suitability to the objective functions, which can be used to compare

subsequent plans. To calculate a plan the CT image of a patient is divided into 

voxels, which are small volume elements of density information for dose 

calculation. The beams for an initial plan are also divided into smaller rays, 

known as beamlets or pencil beams. The contribution of each pencil beam to 

the target and to normal tissue is calculated, and the projected dose to each 

voxel is determined. In order to improve the plan the weighting of each pencil

beam is adjusted and the overall result re-evaluated. When the proposed plan 

is deemed acceptable the pencil beams are converted into instructions for the

linear accelerator50.

It is possible for the computer software system to deliver clinically impractical 

solutions, for example the computer may come up with a plan that requires

negative beam weights to be delivered. Obviously, although this may be

mathematically feasible, it is not realistically possible to deliver negative 

doses. Many software systems are programmed to automatically discard such 

unfeasible plans.
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2.2.5 Plan Verification

When the planner has finished simulating and planning a standard treatment 

plan it is passed on to a physicist and/or a therapist to be checked with an

independent manual or computer calculation of monitor units based on 

specific beam data. In addition to the calculation checks for the regular plans,

a highly blocked or irregular field may require an output factor. This simply 

involves measuring with an ionisation chamber the actual output through 

shaping devices in comparison with a standard known field.

Checking IMRT plans is more complex than for regular plans. Manual

calculations are generally not feasible as each field usually consists of more 

than ten or so segments, and many segment shapes are too small and/or 

irregular – including being positioned completely off centre – for reasonable

dose estimates to be calculated manually. Therefore, other forms of plan 

checking such as traditional physical dosimetry in a surrogate phantom are

considered as an option.

Zhu et al.145 suggests three types of measurements for IMRT dose verification 

in phantoms. These are: 

Absolute point dose measurements using detectors such as ionisation 

chambers or thermoluminescent dosimeters (TLDs).

Relative two-dimensional dose distribution measurements using 

detectors such as film or electronic portal imaging. 

Three-dimensional measurements using polymer gels. 

The choice of dosimeter depends to some degree on the equipment available 

and the expertise within the radiotherapy centre concerned – some may have 

a quality film dosimetry set-up, but a poor TLD system, whereas others may 

have more reliable TLDs and prefer to use them more often than film. For 

example Pasma et al.91 developed a dose verification method that uses an 

amorphous-silicon electronic portal imaging device (EPID), and Ploeger et

al.93 mentions the use of a charge-coupled device camera-based fluoroscopic
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EPID, a liquid-filled ionisation chamber EPID for off-line verification, and a

Gd2O2S scintillation screen. At the time of this research the expertise at the

ICCC was with the use of ion chambers and film dosimetry. The centre is

slowly moving to replacing some of the film planar dose map validation with 

amorphous-silicon EPID-collected images, which are then converted to dose 

maps81.

An important consideration in IMRT is that as each beam consists of many 

segments, some of them deliver very low doses. It has been shown that the 

dose delivered is less than expected when a radiation field delivers less than

three MUs29. Olch87 found that some linear accelerator’s dose output delivery 

is unstable when delivering less than two MUs.

Further to this, if the original MUs for an IMRT treatment were reduced, for 

example to fit a single fraction dose to the range of a dosimeter, the MUs for

some segments may be reduced to less than one, in which case they might 

‘disappear’ because some machines are incapable of delivering non-integer

MUs. This highlights the need to find a dosimeter that can read accurately 

within the dose range of the IMRT treatment, rather than fitting the IMRT

treatment to the dosimeter.

During any radiotherapy treatment, usually with the first fraction delivered, a 

port film is taken to verify the position of the delivered beam in relation to the 

patient. This provides an x-ray showing the dose distribution of each field in 

relation to the patient. With IMRT, this is impractical for each segment – and 

certainly not for dynamic IMRT64. Usually a portal image of the largest

segment is adequate.
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Chapter 3: Materials and Methods

3.1 Planning Computer

The planning computer used was a Philips (Adac) Pinnacle Radiation 

Therapy Planning (RTP) computer with software version 6.2b (Adac

Laboratories, Milpetas, CA, USA). It runs the P3IMRT inverse planning

program, referred to as Pinnacle inverse planning software, and uses the 

collapsed cone convolution method for dose calculations.

To reduce the number of variables the computer must deal with, beam energy 

and gantry angles are still defined by the user. Objective goals are assigned

with a weighted importance or as a percentage volume of the relevant 

structure. The computer then iteratively adjusts the parameters of each beam 

to reach an optimum solution incorporating each of the objective goals,

assessing the results by using a cost function test that incorporates a least 

squares test between doses required and doses calculated.

The optimisation engine used is called the weighted gradient method, and

belongs to a group defined by Webb126 as deterministic, where variables are

changed systematically, as opposed to stochastic methods where variables are 

changed randomly.

The beam parameters are adjusted by changing the intensity distribution,

which is physically achieved by creating a series of MLC field segments and 

assigning an MU weighting to each. The series of field segments that make up

a beam are called a leaf sequence. To convert the intensity distributions to a

usable step-and-shoot leaf sequence Pinnacle uses a K-means clustering 

algorithm and extraction method to approximate the dose variation with a 

series of dose levels. To control this conversion process the acceptable 

percentage difference between the desired and the actual dose distribution 

can be specified. Currently a 2% match is specified, and this typically leads to

the generation of 10 to 20 segments per field. The minimum segment MUs
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and field size can also be specified. A minimum of 1 MU and an equivalent 

square of 1 cm2 per segment was set.
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3.2 Treatment Delivery

3.2.1 Linear Accelerators

Linear accelerators (Figure 3.1) are often used in radiotherapy departments,

although they are not the only machines capable of delivering radiation. They 

usually have the advantage of being able to produce beams of several electron

energies and two different megavoltage photon energies. The beams

produced have high dose rates (up to 600 cGy per minute), small penumbras 

(an 80% to 20% penumbra of 6 mm for 6 MV beams), and minimal field edge

divergence at 100 cm source-to-surface distance (SSD)80.

Figure 3.1. A linear accelerator similar to that used for the IMRT deliveries, showing the

treatment couch in the bottom left corner, the rotating gantry, and the stand behind. 

The Varian Clinac 2100C linear accelerator used for this project is a dual-

photon energy (6 MV and 10 MV), multiple electron energy machine fitted 

with a Varian Millennium MLC. Only the 6 MV photons have been used for 

IMRT treatments.

The whole treatment machine system consists of a stand, a rotating gantry 

housing the accelerator itself, a modulator, and a treatment couch.
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The modulator contains the major electrical components of the linear

accelerator, and provides the short-pulse-high-voltages used by the klystron.

The patient treatment couch can be moved in three linear directions (up and 

down, left and right, to and from the gantry) and rotated horizontally. These

motions, and the vertical rotation ability of the gantry and treatment head

(aligned with the gantry), can be manipulated from the external control room,

which contains all of the monitors and control consoles and computers

necessary to deliver the treatment (Figure 3.2).

Figure 3.2. A control room at ICCC, showing the various monitors, 

computers, and keyboards necessary to control the linear accelerator.

Figure 3.3 shows a diagram of the major components of the linear accelerator

stand and gantry. Within the stand is a klystron, to magnify microwaves from 

a small microwave generator, a waveguide transports the microwaves to the

accelerator, and a circulator ensures any reflected microwaves are absorbed in 

a water load. A vacuum system provides the low pressure needed for the 

electron gun, accelerator waveguide structure, and bending magnet – to stop 

electrons from colliding with air molecules. The transmission waveguide

33



transfers microwaves from the klystron to the accelerator waveguide. It is

filled with pressurised sulphur hexafluoride (SF6) gas to prevent electrical 

breakdown that can be caused by the high power microwave electric fields.

An auxiliary cooling system delivers temperature-controlled water to 

sensitive parts such as the bending magnet and also cools the target.

Figure 3.3. The major components of a linear accelerator80.

Inside the gantry is the accelerator structure, which includes an electron gun 

to supply the electrons. As most high-energy linear accelerators are too long 

to be positioned vertically, in order to direct the beams at the treatment couch 

a bending magnet in the treatment head uses magnets to turn the horizontal

electron beam through a loop of 270°. A diagram of the beam control

components of the treatment head is shown in Figure 3.4.
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Figure 3.4. The bending magnet and beam shaping

components of a linear accelerator77.

To convert the electrons to x-rays and evenly distribute the beam a target and 

conical flattening filter are used in combination.

To provide the therapist with a virtual beams-eye-view (BEV) of the treatment 

field borders, a light source projects an image of the field onto the patient on 

the treatment couch. A numerical scale can also be projected onto the patient

in order to check the SSD. A cross-hair shadow indicates the field centre and

there are patient-alignment lasers mounted on the wall, which all aim at the 

isocentre of the rotating gantry.

The main field-shaping devices are contained within the treatment head, 

these being the primary and secondary collimators to define the rectangular

shape and size of the beam, and possibly the MLCs to provide additional 

shaping.

The primary fixed collimator is usually made of tungsten and sits between the 

target and the flattening filter. It has a set size and shape like an open and 
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slightly diverging cone, and its main purpose is to prevent leakage from the 

treatment head.

The secondary collimators are made of 8 cm thick tungsten – enough to

absorb at least 98% of the primary beam84. These collimators consist of four

blocks, or jaws, set in perpendicular opposing pairs called the x-jaws and the

y-jaws (one pair is positioned above the other). The jaws can be adjusted 

individually to create any size of rectangular fields, up to a 40 cm x 40 cm

projected field size at isocentre. The collimators reduce the penumbra of the

beam to a minimum by being as far from the beam source as possible, and by 

matching the jaw edge to the divergence of the beam84, which helps to

minimise partial transmissions through the jaw. The beam divergence for 

different field sizes is matched by running the jaws along a slightly arced line 

to keep the block edge flat to the diverging beam. This can be achieved by 

having a physical wedge ramp and jaws on a pivot, which means the jaws

gently slope up as they drive out.

When field sizes are given for beams from a linear accelerator it is important 

to remember that this is not necessarily the size of separation of the secondary 

jaws, but the size of the beam that they produce at a given SSD, this

conventionally being 100 cm.

Extra modulation of the x-ray beam may be provided via external 

attachments such as wedges and cutout blocks (which are not usually 

necessary when an MLC is installed) or longer collimators (cones) for

electrons.

Internal monitoring of the linear accelerator is achieved via two sets of 

ionisation chambers, usually made from kapton filled with oxygen-enriched

air and sealed to avoid the effects of changes in temperature and pressure80.

The chambers are positioned one beneath the other at a 90º angle as shown in 
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Figure 3.5. The inner chambers of each set are used for beam angle steering, 

the outer two chambers are used for beam position steering, and all of the

chambers are used to obtain a total symmetry reading. If the incident beam is

positioned or angled incorrectly one half of the chamber will receive a higher

dose than the other, and this information can be fed back to the beam steering 

controls in the bending magnet to correct the direction of the beam80. The first 

set of monitor ionisation chambers is also used to automatically turn the beam 

off after the set amount of MUs has been detected. The second set of monitor 

ionisation chambers is a failsafe to backup the first chamber. A timer can turn 

the beam off after a set period of time, in case both the ionisation chambers 

should fail. The radiotherapist delivering the treatment can also terminate the

beam from the external control room at any time. 

beam
position
steering

RADIAL TRANSVERSE
beam angle

steering

Figure 3.5. A schematic diagram of linear accelerator monitor ionisation

chambers, the second chamber set at right angles to the first.

Record and verify computer systems check the parameters of the treatment 

setup and delivery for the particular patient, such as ensuring the jaws are in

the specified position and the correct amount of MUs has been selected. The 

system also serves as a record of patient treatments, and a planning tool for 

organising treatment times.
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3.2.2 Radiation Interactions from Linear Accelerators

The two forms of radiation generally used in radiotherapy are: gamma rays, 

or x-rays, which have both wave and particle characteristics; and electron 

beams, which display particle characteristics. An incident radiation beam on a 

material is attenuated via interactions that result in scattering or absorption.

Gamma beam energy spectrums may consist of discreet monoenergetic lines

from a radionuclide source. From a linear accelerator the energy is actually 

made up of a continuous spectrum of energies caused by bremsstrahlung 

radiation, possibly with some monoenergetic characteristic lines86.

Traditionally the peak energy is used to describe the energy of the beam – for

example a ‘6 MeV beam’ refers to the maximum energy, the average energy is

about 2 MeV.

Photons, which make up x-ray beams, are primarily attenuated by:

The transfer of energy to electrons.

Photons escaping from the beam.

A decrease in intensity due to the inverse square law effect.

Electrons are a form of directly ionising radiation, which means they deliver 

energy directly to matter, as opposed to photons, which rely on the transfer of 

energy to electrons that will then perform the same function of depositing 

energy in matter. The main form of energy loss of a photon beam in materials

with a low atomic number, like human tissue, is the ionisation of atomic

electrons.

The three main types of photon interactions follow.

The photoelectric effect (Figure 3.6) is dominant at photon energies

up to 50 kV54. A photon transfers its energy to an inner, or bound,

electron, knocking it out of its orbit. An outer electron moves in to

take its place, emitting another photon, and so on until all the inner 

shells have been refilled. 
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Compton scattering (Figure 3.7) is dominant at photon energies

between 200 kV and 2 MV. It occurs when the photon knocks an 

outer electron out of its orbit, resulting in the recoil electron and 

scattered photons. Compton scattering is the dominant interaction

for most radiotherapy beam energies. 

Pair production (Figure 3.8) is only possible at energies of 1.022 MV 

and above, and dominant at more than 30 MV. The photon interacts 

with the nucleus to form an electron-positron pair; the electron 

travels away and the positron goes on to recombine with a free 

electron, which creates more photons. 

Triplet production is a less common interaction that can occur with energies

of 2.04 MV or above, where the photon interacts with an electron to eject the 

electron and form an electron-positron pair.

Figure 3.6. Schematic of the photoelectric effect.

Figure 3.7. Schematic of Compton scattering.
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Figure 3.8. Schematic of pair production.
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3.2.3 Conversion of Monitor Units

Monitor units are arbitrary values that correspond to a specific dose under

certain conditions, and are used to calibrate the preset dose received by the 

linear accelerator’s monitor ionisation chambers in the treatment beam. The

specific conditions under which the calibration dose is set include the position

of the source and the depth of measurement in the material irradiated, the

type of material used, and the field size of the beam.

The monitor ionisation chambers in a linear accelerator are calibrated to give

a known output for a set conversion. There are two main ways of calibrating 

the dose per MU; the linear accelerator used for this project was calibrated 

using IAEA TRS-27744 (it has since been recalibrated using IAEA TRS-39845):

 (D/MU)std,SSD,water = 1 cGy/MU at 100 cm SSD for a 10 cm  10 cm field 

in a water phantom at dmax.

This means that one MU is equal to a dose of 1 cGy when delivered to the

depth of maximum dose (dmax) in a water phantom at 100 cm SSD. Another 

common method is to calibrate at 100 cm source-to-axis distance (SAD).

For manual calculations of dose, or for checking the dose calculated by a 

planning computer, several factors become important. The jaw dependent 

field factor (FF) is equivalent to a value of one for a 10 cm  10 cm field size, 

and increases with field size. Because the MU chambers reside above the jaws 

their response is only slightly affected by jaw opening. The ionisation 

chamber measurements in the phantom/patient position are affected (due to

scatter), hence the need for field factors.

Percentage depth dose (%dd) is a function of both depth and equivalent field

size, and is independently evaluated for an individual machine. It can be

calculated using the following equation:
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maxd

depth

R

R
dd

where R is the relative electrometer reading after delivering a standard dose 

(100 MU for example) to an ionisation chamber at the required depth and at 

dmax in a solid water phantom at 100 cm SSD. 

Using the above factors, the MUs required to deliver a particular dose can be 

calculated using:

FFdd

D
MU

%

where D is the dose in cGy. The equation can be reversed when checking a 

plan to ensure that the MUs calculated will deliver the desired dose.

Additional factors such as an off-axis factor and a wedge factor may be 

involved in the calculation, but were not applicable in this project.
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3.2.4 Multileaf Collimator

Devices such as wedges and compensators have been used for many years to

provide a very basic form of beam intensity modification, as have methods for

blocking various parts of the beam in order to shape it more closely to the

desired treatment field. For the purposes of complex intensity modulation 

wedges are too basic. Compensators are capable of more complex modulation 

of the beam, but their production is labour-intensive, treatment time can be 

significantly increased because they need to be changed by therapists between

each field, and considerable scattering and beam hardening caused by the 

compensators must be taken into account when calculating dose120. Low

melting point materials such as cerrobend can be used to block and shape the

beam, but it is time consuming to create special blocks for each treatment 

field. These blocks in turn have to be changed manually between each field. 

Compensators and cerrobend blocks are very heavy, which can present an 

accidental injury risk to both patient and therapist. Cerrobend is a toxic

material, which can present an exposure risk if the vaporisation temperature 

is unintentionally exceeded, as can the accidental melting of the Styrofoam™

used in shaping the blocks117.

A multileaf collimator (MLC) (Figure 3.9) is made up of two opposing rows of

closely spaced narrow leaves, each of which can be moved separately to 

create an overall conformal shape to block the beam. As the collimators can be

controlled via computer, the MLC can be shaped from the control room

during and in between treatment doses, allowing for more complex treatment 

routines. Therefore the MLC allows for fast, automated treatment field

shaping, reducing the need to spend time and money on cerrobend blocking.

43



Figure 3.9. The treatment head of a linear accelerator, showing the MLC94.

To accurately move the MLC leaves to the desired positions, three factors

must be taken into account by the manufacturer. These are the detection of 

the position of the leaf in real-time, the precise control of the movements of 

the leaf, and the mechanism that actually moves the leaf117.

The Varian Millennium MLC is fitted below both sets of secondary jaws, as 

opposed to replacing one pair, making it a tertiary collimation system117. It 

consists of 120 leaves, or 60 opposing pairs. The central 80 are 5 mm wide, 

and the outer 40 are 10 mm wide, with a leaf height of 60 mm. The leaves are

made from a tungsten alloy because it has a high density, is hard, cost-

effective, and does not readily expand, so the leaves can be fitted together

very closely. The addition of various mixtures of nickel, iron and copper to

pure tungsten improve the machinability of the brittle material117. The MLC is 

made so that the leaves can pass the centre of the radiation field. Using an

‘over-running’ MLC has the advantage that the treatment field can be 

conformed to target volumes through which the central axis of the source 

does not pass129.

Tertiary collimation can reduce the clearance distance between the patient 

and the treatment head, but also allows for the lower jaws to act as a back-up
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block behind the MLC to reduce leakage between the leaves. Another 

advantage is that the further the leaves are from the beam source, the larger 

the physical width of the leaves can be. A further advantage is that in the case

of a malfunction, the leaves can be manually moved out of the field and the 

linear accelerator can still be run with normal blocking methods, thus

eliminating possible major downtimes. When the MLC is used as a tertiary 

collimator, with both sets of secondary collimator jaws backing it up, it only

needs to attenuate the beam to the same extent as would a customised block, 

rather than having to act as a secondary collimator. However, the increased

transmission that comes from between the leaves means compensation must 

be made in the leaves to reduce the overall transmission117.

Leakage can occur between the leaves of the MLC, and between the opposing

banks of leaves when fully closed. To reduce leakage between the leaves they 

are formed with a tongue-and-groove arrangement. This can lead to serious 

under-dosages in static intensity-modulated beams, because the beam can be 

partially absorbed by the tongue of a leaf that is extended past neighbouring

leaves, resulting in an under-dosage of up to 10 to 15%124.

When leaves from opposite sides share the same position in different 

segments, the leaf end transmission can lead to horns or matchlines in the

measured dose profile, which can be improved by reducing the MLC leaf 

gap15 (see ‘2.1.1 Matchlines’).

An obvious difficulty with MLCs is that the stepped edge of the leaf banks 

results in the curved section of the field boundary within each leaf width 

being approximated by a straight line142. Therefore the accuracy of the shape 

formed by the MLC compared to the shape desired is limited by the width of

each leaf, leading to a distinct stepped, rather than a smooth, edge to the 

shape that may not provide enough discrimination between the normal tissue 

outside the target volume and the tissue within the target volume to be 
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irradiated11. It is possible to set the leaf positions so that the under-blocked 

areas equal the over-blocked areas142, in an attempt to compensate for the lack 

of smoothness of the MLC shape.

A potential disadvantage in treatment delivery using an MLC is the slightly 

wider penumbra compared to divergent blocks and jaws because of the finite

width of the MLC leaves, which are not divergent along their length21. Wang

et al.124 estimates the difference between predicted and measured dose outside 

the beam boundary to be up to 10%. The increased penumbra should only 

prove a problem when treating very limited areas, such as a tumour that is

very close to a critical structure. Limiting the displacement between leaf ends

(so that no single leaf is positioned significantly further from the surrounding 

leaves) can reduce the penumbra effect by reducing the partial transmission 

through the tongue-and-groove edges. The Varian MLC is provided with

rounded leaf ends so that the penumbra can be kept relatively constant over

the range of leave travel, and the partial transmission through the ends offsets 

the penumbra to a point within the leaf end position, effectively widening the 

MLC leaf opening15.

A matchline effect problem encountered by Cadman et al.15 when validating 

MLC leaf modelling for a treatment planning system was that the rounded

leaf ends were not modelled in the planning computer, compromising the

shape of the beam profile in the vicinity of the leaf ends. This can be corrected 

by reducing the leaf gap by a small amount, equivalent to the effective leaf 

gap widening resultant from the modelling of non-rounded leaf ends. This is 

determined as the difference between the 50% points of the measured and 

calculated profiles.

When calculating the MUs for a dose to be delivered with an MLC the main

difference in the calculation is in the collimator scatter factor (Sc)117. Also 

known as the in-air output ratio, Sc arises partly from collimators, but mostly 
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from other parts in the treatment head (also known as ‘extra focal scatter’, 

contributors include the flattening filter and monitor ionisation chambers)

and varies with field size and shape. However, if the treatment field is

blocked to more than 50% of the secondary collimator-defined field, which

occurs quite often with IMRT fields, the radiation output falls below that

predicted117. The estimation of Sc is made more difficult by the irregularity of

MLC-shaped fields, which makes the estimation of the equivalent square size 

of the field difficult. As the Varian Millenium MLC is installed as a tertiary 

collimator it has little effect on Sc unless the field it shapes is substantially 

smaller than that produced by the secondary collimators, so MU calculations 

can be carried out with the MLC-shaped field treated in a similar way to a 

cerrobend block-shaped field. It is recognised that the small blocked areas

produced by the IMRT segments will impact more on the extra focal scatter

(i.e. Sc) than would larger conformal single-segment portals. This is one of the

main calculation challenges for monitor unit checks, which often rely on an 

equivalent square method for field factor calculations.

47



3.3 Verification Dosimetry

Ideally a radiation detector used in radiotherapy would be able to directly 

measure absorbed dose (that is, energy absorbed) – calorimetry is capable of

this, where small changes in water temperature are measured. However such

a method is awkward and inconvenient. Other detectors indirectly measure 

radiation via, for example, ionisation or chemical changes.

A suitable dosimeter for radiotherapy measurements should be carefully 

considered for each application in terms of its80: accuracy; precision and

reproducibility; range of measurement; linearity of dose response; 

independence from the dose rate and radiation type and energy; and high

spatial resolution.
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3.3.1 Ionisation Chambers

Ionisation detectors measure the ionisation produced by a particle (in this

case an electron from a photon) in a gas medium. They are reliable, and well 

understood from a long history of use, and can be attached to an electrometer 

to measure charge in real time (Figure 3.10).

Figure 3.10. The electrometer and small ionisation chamber used for the dose measurements.

When electrons and positive ions are produced in a medium during an

ionisation event they recombine very quickly, making the ionisation event 

undetectable. A high potential difference set up across the ionisation detector

medium draws the ions to either electrode before they can recombine. When

this occurs they create small currents that pass through a resistor, leading to a

voltage drop that can be amplified and measured. Due to the now low 

recombination rate the measured voltage drop can be linked to the ionisation

events, which in turn can be related to the amount of energy, or dose, actually 

deposited in the medium. The medium used for the detector must be one that 

is easily ionised but chemically inert so that ionisation electrons are not 

recaptured by the medium; for example, simply air is commonly used.

An ionisation chamber is amongst the most commonly used type of ionisation

detectors in radiotherapy. Ionisation chambers operate at lower voltages, and 

although this means they produce smaller signals when detecting low-
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ionisation particles, they can produce quite strong and linear results when 

used in high flux fields (such as in radiotherapy), and need a relatively short

recovery time.

Both of the chambers used for this project were thimble-type ionisation

chambers, which are enclosed cavity cylindrical ionisation chambers. The 

thimble chambers can absorb dose from any direction, except through the 

stem by which the chamber is attached to the electrometer4.

Figure 3.11. The ‘regular’ NE 2571 Farmer ionisation chamber used for dose measurements.

The thimble chamber used in this project is shown in Figure 3.11. The NE 2571 

Farmer chamber (NE Technology Ltd., Reading, UK) has a 0.6 cc capacity 

cavity volume, which is 24.0 mm long and 3.2 mm in radius. The wall is made 

of 0.065 g/cm2 thick conductive graphite, to connect to the stem. A thin

aluminium wire, insulated from the thimble and the stem, runs down the

centre and together with the wall forms a capacitor in which to store electric 

charge. The stem is also a capacitor.

The IC 10 chamber (Scanditronix-Wellhöfer) (Figure 3.12) has a 0.14 cc 

capacity cavity volume, which is 6.3 mm long and 3.0 mm in radius. The wall 

is made of an air-equivalent plastic called C-552, 0.068 g/cm2 thick, and the

central electrode is also made of C-552.
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Figure 3.12. The ‘small’ IC 10 ionisation chamber used for dose measurements.

Typical issues concerning an ionisation chamber include electrical leakage,

reproducibility of readings, stem blockage (radiation incident on the stem can

also increase the reading86, energy dependence, angular dependence, polarity

effect, efficiency of charge collection, and atmospheric communication (how

fast the chamber adjusts to the surrounding environment)41.

Ma et al.69 refers to a potential problem with the central aluminium electrode

in an ionisation chamber, which is that a chamber with this type of electrode

can over-respond when being used for dosimetry. The increase in dose

response has been found to increase with the diameter of the electrode, given 

as approximately 0.6% for an electrode with 1 mm diameter in a 60Co beam.

Due to the small difference and the difficulty in quantifying it, this factor is

often given a value of one44.

When an ionisation chamber is used for radiation dosimetry, corrections must 

be made for the temperature and atmospheric pressure surrounding the 

chamber, as they affect the number of gas molecules available to be ionised in

the fixed volume of the ionisation chamber, and therefore the sensitivity86.

The volume of the ionisation chamber can also affect measurements in what is 

known as the volume averaging effect – because the ionisation chamber is a 

finite volume it measures an average of the dose passing through it, without
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any way of telling the actual distribution of the dose in that region. A 0.6 cm3

Farmer chamber, which is the main chamber used at ICCC, has been found to 

give difference of up to 6% between calculated and measured doses in an 

IMRT treatment, whereas a 0.015 cm3 pinpoint chamber can give a maximum 

difference of 2%57.
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3.3.2 Electrometers

The electrometer used for this project was a Farmer 2570/1 electrometer from

NE Technology.

An electrometer is a device used to collect the charge created by an ionisation 

chamber. The electrometer must be very accurate and sensitive, as well as 

stable over time. A diagram of an electrometer is shown in Figure 3.13. The

energy E collected by the ionisation chamber is the product of the dose D

accumulated and the sensitive volume m of the chamber, represented by80:

mDE

This creates a charge Q given by: 

eW

E
Q

/

where W/e is a constant 33.97 J/C per ion pair, independent of the initial 

beam energy. The resultant current I: 

t

Q
I

is gathered by the electrometer, where t is the time over which the dose is 

delivered.

Figure 3.13. A schematic of an electrometer.

A voltage proportional to the charge in the ionisation chamber is collected

across a capacitor. A resistor provides a very high resistance to prevent
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leakage. Considering that the given parameters are all relatively small, the

electrometer has to be accurate to within less than one pico-amp (A  10-12).

An electrometer should have: a stable voltage; the capacity for polarity charge 

in order to measure polarity effects; the ability to supply fractional values of 

the voltage; a minimum number of connections in order to prevent leakage; a 

short warm-up time; a small background current; a linear scale; and a 

sensitivity that is independent of surrounding environmental conditions.

Further features might include an internal timer, and the ability to display in 

multiple units to account for the different sensitivities of different ionisation

chamber41.
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3.3.3 Film

X-ray film consists of an emulsion suspended in a gelatin matrix and coated 

onto glass or cellulose acetate film, with a thin subbing layer to maximise the

adhesion between the two layers (Figure 3.14). The emulsion is typically 40% 

silver halide (usually bromide), 10 to 20 m thick with grains 0.2 to 2 m in 

diameter. For increased sensitivity the emulsion is often coated onto both

sides of the film.

Figure 3.14. The layers of film: protective

coating A; film emulsion B; subbing layer C; 

film base D.

Any incident photons (including light) that interact with the film cause a 

secondary electron to be created, which in turn converts a silver ion to a

neutral particle. If any silver ions in a grain have reacted, then when the film

is developed the entire grain will turn black. The term optical density (OD)

refers to the level of transmission of light through the film - a darker film 

absorbs more light and has a higher OD. The OD is proportional to the

number of silver interactions in the film, which in turn can be related to the

number of x-rays incident on that section of the film whether they interact or 

not.

When the film is put through a temperature-controlled automatic processor it 

feeds through a roller system, which takes the film through various stages. 

First, the film is immersed in developer, an alkaline solution that reduces the 

silver ions affected by radiation to silver atoms. The next stage is an acidic 
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solution called fixer that controls further development of the image, and

dissolves any unexposed silver bromides out of the film. Finally, the film is 

washed to remove leftover chemicals, and dried to make handling it easier84.

According to Suchowerska110 a typical automated processor in a radiotherapy 

department can manage reproducibility in OD over one day of about 3.3%.

The light transmission through a point in the developed film is inversely 

proportional to the amount of metallic silver present, which is a direct but 

non-linear function of the dose deposited at that point. To measure the

relative optical density (relOD) of the film a light densitometer, or film 

scanner, can be used. The spatial resolution of the film depends on the size of

the grains, and the aperture size of the light-collecting device in the

densitometer, the resulting trade-off is a reduction in the amount of light 

collected, which means an increase in the signal-to-noise ratio.

Optical density is given by: 

tI

I
OD 0log

where I0 is the intensity of the incident light and It is the intensity of the

transmitted light. This is the most common form of measuring intensity as it

corresponds to the way in which the eye also sees light intensity in

logarithmic form. It is important to remember when analysing film that the 

relOD results given by a densitometry scanner may not be the actual OD. To 

find this, films with several known real ODs must be scanned, and related to 

the exposed film to comparatively calculate the real OD. A ‘step film’ (Figure

3.15) was used in this project, which is a strip of film with twenty-one stripes, 

or steps, of known OD, allowing a comparative plot to be made of relOD 

against real OD.
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Figure 3.15. A digitised section of the step film used.

One of the greatest advantages of film is that it provides a good two-

dimensional spatial map of the shape and intensity of all incident radiation.

Ionisation chambers or TLDs, for example, can only provide measurements of 

dose points, which are often relatively time consuming to position and collect.

This spatial characteristic makes film particularly useful for qualitative

analysis.

Within certain limits of exposure (which varies between different types of

film) the OD of exposed film has a fairly linear relationship with the amount 

of dose it has been exposed to, making calibration and analysis relatively 

straightforward. This linearity also means that the relative net ODs of two

separate films can simply be added together (integrated) to provide a total, or 

the film can be exposed several times to give a cumulative result.

A further advantage of film as a dosimeter is that it can be kept as a 

permanent record for future reference, comparison and measurement.
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The ideal film for quality assurance of IMRT should: be able to measure

absolute dose with accuracy better than 2%; give results that are independent 

of photon energy; respond linearly to doses between 5 and 250 cGy; and be

minimally responsive to variations in film processing87.

Using film as a dosimeter has disadvantages. For example: the probability of a 

Compton x-ray interacting in the emulsion is quite low, meaning the

sensitivity of film is low; film is prone to under- and overexposure; 

unexposed film contains noise (which can be reduced with superior 

instruments); and film is produced in sheets, which can make it difficult to 

use for irregular surfaces. Radiographic film does not respond immediately,

meaning results must be delayed until the film can be developed129. Film can 

be very sensitive to external conditions, especially in the developing phase.

These conditions include temperature, the exact mix of developer fluids used, 

and even small exposures to light. Sheets of film that are made in different 

batches are variable, for example in the thickness of the gelatin matrix. So

each set of x-ray films used for dosimetry, including all calibration films,

should come from the same box. They should also be developed at the same

time, to minimise variations in environmental factors.

Although the film could be cut to fit a particular two-dimensional shape or 

size (for example, to fit the film into a space in a phantom), the film edges 

must be taped securely with black electrical tape or similar, or otherwise 

protected from the light, which can increase the chance of accidental exposure 

of the film. According to Dogan et al.29, film also tends to show a considerable

response to depth, energy and field size, which could affect the accuracy of 

measurements. Childress et al.22 found that multiple measurements taken over 

a period of time showed a fairly constant dose for regions not blocked by a 

collimator, but a slightly higher standard deviation for areas receiving large

amounts of MLC scatter.
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Film can over-respond to low doses because the large amount of high-Z silver 

halides in the film have increased photoelectric attenuation values in 

comparison to biological tissue. This can be a particular disadvantage in 

IMRT because the multiple low-dose fields can potentially compound the

over-response22 as the penumbral tails of many segments are included in the 

fields. These regions may contain more low energy scatter at depth. The over-

response of film increases with depth because of changes in the photon 

energy, and is dependent on whether the plane of the film is aligned 

perpendicular or parallel to the beam axis. Film that is exposed perpendicular

to the beam has been found to have less dependence on this effect than 

parallel film, which shows an over-response of up to 14% at 25 cm depth111.

Various methods can be employed to reduce the depth dependence of film.

Two of these are138: to sandwich the film between thin sheets of lead in order 

to block the softer photon beams; and sandwiching the film between organic 

plastic scintillators that convert the energy deposited by upstream electrons to

a relatively large amount of lower energy visible light photons. The enhanced

response of the film to visible photons can suppress its over-response to the 

lower energy photons. However these specialised lead-lined cassettes were

not available for this project.

The over-sensitivity to low doses results in an even greater over-response 

when film is irradiated in the parallel plane (to the beam axis), because scatter 

contribution increases with depth15 and the photon energy spectrum softens, 

or tends towards lower energies138. Due to this limitation one suggestion is to 

calibrate in the same orientation the film is to be irradiated in - that is, if the 

dosimetry film is to be irradiated in the parallel plane, the calibration films

should also be irradiated in the parallel plane. This can present a particular 

difficulty in IMRT where some treatment beams tend to be non-coplanar, so

the film would have to be calibrated for each orientation.
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According to Childress et al.22, reasonable estimates of film non-

reproducibility due to variations in the film uniformity and response,

processor, and densitometer would be 6 to 15% if there was no method used 

to compensate for standard film over-response, and 3 to 8% if there were.
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3.3.4 Kodak X-Omat V

One of the most commonly used dosimetry films in radiotherapy

departments is the Kodak X-Omat V (Eastman Kodak Company, New York, 

USA), commonly known as XV film, which is designed to have a range of 

about zero to 100 cGy. According to El-Khatib et al.32 the film consists of a 

gelatin emulsion layer 10 to 25 m thick that contains 30% to 40% silver 

bromide (AgBr) grains by weight.

As a result of the relatively low saturation dose XV film has a fairly short

linear dose-response region of up to 80 cGy29. This is rarely a disadvantage in 

regular quality assurance and dosimetry procedures, where low doses are

used or where higher doses can be reduced to an appropriate level. However, 

if the number of MUs in an IMRT treatment is reduced for the delivery of a 

beam, inaccuracies can occur in the delivery of segments with lower MUs,

affecting the overall dose delivered.

According to Olch87 a limitation of XV film for photon dosimetry lies in an

overestimation of percentage depth doses, especially at depths greater than 10 

cm and for field sizes larger than 7 cm  7 cm. This is due to the silver content 

in the film causing an increase in photoelectric interactions for the scattered 

low energy photons in the film.

When measuring electrons, a difference in OD of up to 6% has been found

between XV films that remained in the pre-packaged form and film that had

been removed from the pack. However, the normalised ODs were found to be 

identical32. Olch87 claims that reports are conflicting as to whether XV film can

be used for absolute dose measurements with an accuracy better than 5%. The

accuracy of XV film in dosimetry is in large part dependent on the stability of

the film processor used87. The standard of quality assurance that may be

necessary in order to run the processor at the accuracy required to improve

that of the film itself is unfeasible at many centres.
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3.3.5 Kodak EDR2

A film released recently (in the first half of 2001) is the Kodak Extended Dose

Range (EDR2) (Eastman Kodak Company, New York, USA), which has a 

much larger dose range than XV film; according to Kodak the range is zero to 

600 cGy. The linear response of the film apparently applies from about zero to 

500 cGy15. The film consists of silver bromide grains that are one-tenth the 

size and more uniformly shaped than the grains of the XV film87. EDR2 is a 

slow speed film with double emulsion layers coated into a 0.18 m Edtar

base145. A halved silver content87 and the smaller size of the grains results in 

lower sensitivity than the XV film, and the increased uniformity of the grains 

leads to higher contrast and hence less noise in readings145.

According to a study by Dogan et al.29 the EDR2 shows less energy 

dependence, similar field size dependence, and generally less depth dose 

dependence than the XV film. The EDR2 film also showed an improved

match between measured and calculated isodose lines, and between 

measured and calculated maximum doses. Comparisons have found that the

EDR2 film responds to variations in dose rate with accuracy within 0.5%145.

Although the increased range of the EDR2 film provides an advantage over

the XV film when irradiating with large doses, the relative insensitivity that 

allows this advantage may become a disadvantage when measuring lower

doses, as the film is less responsive and this will result in a higher signal-to-

noise ratio87. The EDR2 film has been found to require approximately 

quadruple the dose of the XV film in order to obtain accurate measurements. 

At least one study has also found that EDR2 film gives OD results 5 to 10% 

higher when irradiated parallel to a radiation beam than when it is irradiated 

perpendicular to the beam29.

When developing EDR2 film Dogan et al.29 found that films irradiated on the

same day and developed over different days were reproducible to within
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1.5%, but if developed on the same day were reproducible to within 0.5%, 

which indicates the need to develop each set of films in the one session.
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3.3.6 Dosimetry Phantoms

According to Woodard et al.135, “The need for reliable composition and

density data of body tissues is a prerequisite in theoretical dosimetry 

involving radiation interactions in humans.” This includes reliable 

information on the structure and composition of the individual patient, as

well as the interactions of x-rays in such materials.

An analogue material is used to approximate the characteristics of some 

component of the human body. A phantom is a body substitute made up of

tissue analogue materials that is used to predict the effects of incident

radiation by modelling radiation transport properties. Phantoms can be 

created in various forms ranging from basic homogeneous geometric blocks 

to more complex anthropomorphic shapes. The most important properties are 

the mass stopping power, the mass attenuation coefficient and scattering. It 

follows that the material’s equivalent atomic number, electron density and 

physical density should closely match the material it is substituting.

More than 80 different tissue substitutes are known to have been created in 

the past, including water and wax132. Water is often used as an analogue 

because it’s mean atomic number of Z = 6.6 and physical density of  = 1 

g/cm3 approximate human muscle, and water is simple to acquire and use.

Solid water is a very common alternative to water, being a plastic material

with an equivalent electron density to water, in order that the transmission of 

x-rays through the two materials is equivalent, although its mass density is

slightly higher. The solid water phantom used in this project was constructed

from RMI-457 (Gammex RMI, Wisconsin, USA). Elementally it consists of, by 

weight, carbon (67.22%), oxygen (19.84%), hydrogen (8.09%), nitrogen 

(2.40%), calcium (2.32%), and chlorine (0.13%), with a density of 1.030 g/cm3

and an effective atomic number of Z = 5.96. The solid water phantom (shown 

in Figure 3.16) was a 30 cm  30 cm  30 cm cube made up of slabs of solid 
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water, which range in thickness from 0.2 to 4.0 cm. The slabs were stacked or 

lined up together, and carefully aligned to make the edges of all the slabs as 

level with each other as possible. 

Figure 3.16. The cubic solid water phantom used in this project. 

According to Tailor et al.114 errors between temperature measurements of air 

and of the actual temperature of the phantom material - and hence the

ionisation chambers that are used with them - can easily range up to 2 C.

One reason for this error is taking temperature readings at the wrong position

- for example, if the temperature is measured at a point in the treatment room

directly under an air-conditioning vent the temperature read would be

different to the real temperature near the beam isocentre, where the 

measurement should be taken. If the phantom material is taken from a 

different environment and not allowed enough time to reach thermal

equilibrium with the surrounding air - which may take several hours114 - the 

temperature of the ionisation chamber positioned inside the phantom will

also be different to the reading taken in air. As the ionisation chamber is

affected by temperature, incorrect temperature measurements can affect the 

final corrected measurements taken by the chamber.
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According to Constantinou et al.25, a notable source of uncertainty when

measuring radiotherapy photon doses in a phantom comes from the

ionisation chamber having walls and/or a buildup cap that are of a different 

composition to the surrounding phantom material. When this is the case, a 

part of the total ionisation in the chamber is produced by secondary electrons 

from the chamber wall.
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3.3.7 Vidar Film Scanner

The processed film was scanned into a computer using a Vidar VXR-12 plus 

film digitiser (VIDAR Systems Corporation, Hendon, VA, USA), shown in 

Figure 3.17, with Osiris imaging software (Digital Imaging Unit, University 

Hospital of Geneva, Switzerland). The VXR-12 can produce images with 256 

or 4096 levels of grey (known as 8-bit or 12-bit depth), with four pixel sizes 

from 85 to 423 microns (equivalent to 300 to 60 dots-per-inch respectively)122.

Figure 3.17. The Vidar VXR-12 film scanner.

To scan an image into the computer the film is placed into a roller mechanism,

which pulls the film over a fluorescent lamp. A fixed focus, fixed aperture 

lens on the other side of the film focuses the light that has been attenuated by 

the film onto a 5000-element charge-coupled detector (CCD) array. Each

element in the array produces an electric charge that is proportional to the

amount of light striking it, so the charges generated can be converted to

represent the OD of the image as digital greyscale data.
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At ODs above 2, a 12-bit CCD-based commercial film digitiser may be limited

in accuracy by noise. XV film has been found to produce an OD of

approximately 2 when irradiated with 85 cGy of 6 MV x-rays, which is just

half of a typical daily fraction dose145.

Various options are available for adjusting the settings of the scanner, using 

the Osiris software. Resolution refers to the detail that can be captured in the

film. A higher resolution results in finer detail than a lower resolution, 

however it also produces a bigger file size and requires more memory122. So 

the level of resolution selected may depend on the accuracy desired in a 

trade-off with the capabilities of available disc storage space and the 

computer monitor. Mersseman et al.78 found that the optimum scanning 

resolution for a Vidar VXR-12 film scanner is 75 dots-per-inch.

According to the Vidar User’s Manual122, “depth refers to the number of data 

bits the film digitiser captures per pixel.” This in turn determines the number 

of greyscale levels that can be distinguished. A 12-bit depth scan, with 4096

levels of grey, produces a much large image than an 8-bit depth scan with 256 

levels of grey, resulting in a similar accuracy-to-size trade-off as the resolution 

options.

‘Exposure’ refers to the amount of time that light strikes the CCD array for 

each line section of the scan. The higher the exposure level, which ranges

from 10 to 40 milliseconds on the VXR-12, the more light passes through the 

film, and so the lighter the image that results. The choice of exposure depends 

on how light the final image is desired, and whether too high an exposure 

will cause detail to be lost in the lighter regions of the film122.

‘Dark Enhance’ can be used to lighten the image further or to increase the 

contrast in dark regions of the film image. ‘Line Averaging’ can increase the 
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signal-to-noise ratio, improving the greyscale accuracy, which results in better 

image clarity122.

The digitiser can be calibrated, in which the white and black levels are

calibrated and pixel-to-pixel variations in either end of the greyscale are 

compensated for, to produce an even scan122.

Once the image is stored digitally, the Osiris software can be used to

manipulate and measure the data. The software was used in this project to 

measure the relOD in specific areas of interest (usually the isocentre of

treatment) on the films. New software called ImageJ, which is a Java-based

program that has been designed to offer more versatility than the rather basic

Osiris software, was also used for the analysis of the film.
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Chapter 4: Ionisation Chamber Tests

4.1 Aim - Ionisation Chamber Tests

The aim of testing the ionisation chambers and electrometer was to evaluate 

their response to dose distributions typical of those delivered in an IMRT

treatment. Most ionisation chamber use in dosimetry has been with standard

open fields, or larger modified fields with gradual gradients (such as those 

created by wedges), and a standard dosimetry delivery of around 100 to 200 

cGy. IMRT fields tend to be smaller, more irregular with steep dose 

gradients, and may deliver a very small dose.

A particular disadvantage of using an ionisation chamber to measure IMRT 

fields is the volume averaging effect (see ‘3.3.1 Ionisation Chambers’). This

means that if the ionisation chamber is placed in a high dose gradient region, 

or at a dose junction, there is no way of telling the actual makeup of the

measured region. The small IC 10 (0.14 cc capacity) chamber was to be tested 

in small fields, in comparison with a chamber of less volume and with an XV

film, in order to quantify the volume effect.

The direction of the incident beam can affect the ionisation chamber because

it’s shape means it does not collect dose uniformly. Normally the ionisation 

chamber would be positioned so that the axis of the beam is incident

perpendicular to the axis of the ionisation chamber. However the first IMRT 

treatment planned, which was for clinical ‘Case 2’ (see ‘6.4 Case 2 

Dosimetry’), had one non-coplanar beam where the couch was set to 90  so 

that the axis of the beam was angled perpendicular to the other nine beams.

Without changing the position of the ionisation chamber during treatment it 

would not be possible to direct all of the beams perpendicular to the axis of 

the chamber. It is anticipated that future IMRT treatments will involve more

non-coplanar beams, so it was very important to establish the effect of the 

orientation of the beam in relation to the ionisation chamber. The ionisation
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chambers were to be tested for dose response to various orientations in 

relation to the incident radiation beam.

Ionisation chambers should give a nearly perfect linear dose response, so that 

several dose calibrations can be interpolated to give a complete calibration 

scale. Ionisation chambers do not save the charge they collect from incident 

radiation so they have no theoretical saturation limit. Electrometers do have

a limit in terms of charge collected, but this should not be reached during 

normal dosimetry use.

Two thimble ionisation chambers were to be evaluated – a 0.03 cc volume 

Scanditronix-Wellhöfer IC 10 chamber called the ‘small’ chamber, and a 0.6 

cc volume NE 2571 chamber called the ‘regular’ chamber (details for these 

are outlined in ‘3.3.1 Ionisation Chambers’). Theoretically the smaller 

ionisation chamber should have the advantage of a decreased volume

averaging effect. The larger ionisation chamber should have the advantage of

a higher dose collection capacity.

The most commonly used chamber orientation, with the axis of the beam

perpendicular to the axis of the chamber, was subsequently selected for use 

in IMRT dose calibrations. In this orientation the ionisation chambers were to

be tested for linearity of dose response, including response to low doses, 

depth dependence, and what differences existed between the two chamber 

volumes.

When measuring the absorbed dose to water at a point of interest in an 

ionisation chamber a correction must be made for the perturbation of the

beam in the air cavity. The effective point of measurement is displaced from 

the centre of the chamber, which effectively changes the depth of 

measurement. The effective point of measurement for an ionisation chamber 

with radius r is 0.75r44. In practice this results in an effective point of
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measurement of zero for the small chamber and approximately 2 mm for the 

regular chamber. It is not always possible to add an extra 2 mm of solid 

water to all of the sides of a cubic phantom, so the effect of not accounting for

the effective point of measurement was to be measured for the regular 

ionisation chamber.
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4.2 Method - Ionisation Chamber Tests

4.2.1 Method - Ionisation Chamber Set-Up

Because of the cylindrical shape of the ionisation chamber it must be 

positioned inside a specially drilled solid water slab. The space in the solid 

water fits the ionisation chamber neatly, with the physical centre of the

chamber volume at the exact centre of the solid water (therefore, a separately 

machined piece of solid water is required for each type and size of chamber). 

Because the chamber itself is larger in diameter than the attached cord, the 

space where the cord follows the chamber into the solid water necessarily 

has an air gap around it. However, this is far enough from the measuring 

point of the ionisation chamber to be considered to have a negligible effect on 

measurements. The chamber was always set up so that the incident beam

would not have to pass through the stem of the chamber.

Solid water can be placed on top of the holding slab to effectively position

the ionisation chamber at any depth desired, within 1 mm. The holding slab

itself is 2 cm thick, and contributes a fixed 1 cm of depth. The dimensions of 

the holding slab limit the depth of ionisation chamber measurement. In this

case, because the length and width dimensions of the solid water blocks are 

30 cm  30 cm, the only depth at which measurements through the length of

the ionisation chamber can be made is 15 cm.

A cubic phantom with dimensions 30 cm  30 cm  30 cm was made up from 

the solid water. The ionisation chamber was positioned inside the phantom

and micropore tape used to hold it in place.

To perform calibration measurements perpendicular to the axis of the

chamber the gantry and collimator were positioned at zero degrees, which 

means the gantry was upright. The ionisation chamber in the phantom was 

positioned at the centre of the field and the appropriate depth of solid water 
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added on top. A diagram of the ionisation chamber in the solid water 

phantom positioned perpendicular to the beam axis is shown in Figure 4.1. 

The surface of the phantom was set to 100 cm SSD using the optical distance 

indicator (ODI), physical front pointer and lasers. Measurements were

performed primarily at 1.5 cm depth and 15 cm depth (hereafter designated 

as ‘perpendicular-1.5cm’ and ‘perpendicular-15cm’ set-ups respectively) and 

at various other depths to test the depth dependence of the chamber.

Figure 4.1. The set-up of the ionisation

chamber in the solid water phantom with the 

beam incident perpendicular to the axis of the 

chamber.

To perform measurements parallel to the axis of the ionisation chamber the 

gantry was rotated to 90 . The phantom was repositioned so that the axis of 

the ionisation chamber would be aligned parallel to the axis of the beam, 

with the end of the chamber facing the beam output, and so that the side 

surface of the phantom was now at 100 cm SSD. A diagram of the ionisation 

chamber in the solid water phantom positioned parallel to the beam axis is 

shown in Figure 4.2. Due to the physical restriction of placing the chambers 

74



inside solid water slabs, the parallel measurements could only be performed 

at 15 cm depth, and are hereafter designated as the ‘parallel-15cm’ set-up. 

Figure 4.2. The set-up of the ionisation chamber in the solid

water phantom with the beam incident parallel to the axis of the 

chamber.
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4.2.2 Method - Ionisation Chamber Dose Measurements

The ionisation chamber was attached to an electrometer outside the 

treatment bunker so that measurements could be collected from the control 

room. 6 MV photons were used for all measurements, as this is the only 

energy that was used for the IMRT plans. As a minimal warm-up for the 

ionisation chamber and electrometer the chamber was exposed to 

approximately 500 MUs before any measurements were taken. In an attempt 

to keep the temperature of the solid water as regular as possible so that

discrepancies between the measured air temperature and the actual 

temperature of the ionisation chamber in the solid water were minimised, the 

solid water was stored inside the treatment room whenever possible.

The ionisation chamber was exposed to the designated dose with the 

appropriate field size in the appropriate orientation. For calibration purposes

the field size was set to 10 cm  10 cm, which is the field size at which the

linac is calibrated to give 1 cGy per MU at dmax. There was no need to enter 

the treatment room during the measurements unless the set-up itself needed 

changing, and the charge measurements could be collected in real time. Each 

charge measurement was taken three times and averaged. To obtain a dose

delivery of 100 cGy nominally 100 MU was delivered for each charge but this

was tailored to the dose per MU, which changes with depth, using data from 

percentage depth dose tables.

To assess the magnitude of the difference between the effective and the 

physical point of measurement 100 MU was delivered to the regular 

ionisation chamber at 1.5 cm physical depth, which is an effective depth of

1.3 cm, and at 1.7 cm physical depth, which is an effective depth of 1.5 cm, 

which is dmax. The measurements were repeated with physical depths of 5.0, 

10.0 and 15.0 cm, and with the 2 mm added to each depth. For all
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measurements the SSD was set to 100 cm, and percentage depth dose tables 

used to calculate the dose delivered to 1.5, 5, 10 and 15 cm depth.

To create a calibration curve the results collected were plotted against the 

dose delivered using Microsoft Excel and an equation formed relating them. 

In order to form comparisons between the ionisation chambers the results

were normalised to a maximum value of one.

Testing the difference between orientations was a very important test, and 

discrepancies likely to be small in any case. To establish whether a difference

occurred, when performing measurements for the comparison of the 

orientations of the ionisation chamber all of the readings were taken on the 

same day so as to avoid errors caused by fluctuations of pressure and 

temperature.

To qualify the volume effect on the small chamber, a dose profile scan of a 3 

cm x 3 cm field was performed in a water tank. Measurements were taken at 

dmax of 1.5 cm, 10 cm, and 20 cm depths. The results were compared to those 

for a smaller chamber - a Scanditronix-Wellhöfer CC01 chamber, with a 0.01 

cc effective volume and an inner radius of 1.0 mm. XV film was also exposed 

at dmax in solid water and digitised on the Vidar VXR-12 film scanner. A dose

profile was measured across the centre of the field and the results compared 

to those of the ionisation chambers.
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4.3 Results - Ionisation Chamber Tests

Although there is not room to show this in the tables, it should be noted that

when each measurement was carried out three times and averaged, each 

time all of the readings were very close together, indicating a good daily

reproducibility of ionisation chamber results. The tables and plots referred to

in each section are shown following that particular section.
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4.3.1 Results - Effective Point of Measurement

Table 4.1 gives the results of testing the effective point of measurement of the 

regular ionisation chamber. It shows the measurements for a 10 cm x 10 cm

field at the depths desired, and the depths with the 2 mm of solid water 

added to account for the effective point of measurement. The dose delivered 

was calculated from beam data tables for the desired depth of measurement,

and the charge readings were all averaged from three measurements each. 

The difference between the two measurements at each ‘depth’ was calculated 

as a percentage value.

The results measured at dmax are very close together. The difference between 

the measurements made with and without the effective point of

measurement is 0.1, which is -0.13%. 0.1 represents the limit of reading of the 

electrometer, so the difference is practically negligible. The difference 

increases with depth, up to a charge reading of -0.7 or -1.34% at 15 cm, which 

is the depth at which the chamber would have to be calibrated in the parallel 

set-up. This is still a fairly good result, and overall the results show that if

necessary the effective point of measurement can be disregarded when 

performing measurements on the cubic phantom. Since the closest results

were for measurements performed at 1.5 cm and 1.7 cm depth, if the effective 

point of measurement is to be ignored, preferably calibrations should be 

performed at 1.5 cm depth.

The assumption that the effective depth is equivalent to the physical depth

causes no more than a 1.34% difference at 15 cm depth. The actual difference 

will depend on field size, segment size etc. and will vary. This correction was 

not applied to the reported readings in this thesis.
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Depth (cm) Dose Delivered
(cGy) Charge Reading Reading

Difference (%)
1.5 100.0 103.2
1.7 100.0 103.1 -0.13
5.0 85.9 89.1
5.2 85.9 88.0 -1.26
10.0 66.8 68.4
10.2 66.8 67.5 -1.25
15.0 51.5 51.6
15.2 51.5 50.9 -1.34

Table 4.1. Effect of effective point of measurement on regular ionisation chamber.
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4.3.2 Results - Regular Ionisation Chamber Calibration

Tables 4.2, 4.3 and 4.4 and Figure 4.3 give the experimental results for the 

calibration of the regular ionisation chamber in different set-ups. Table 4.5 

compares the results for the perpendicular-15cm and parallel-15cm set-ups. 

The plot in Figure 4.3 is a plot of the uncorrected readings versus dose 

delivered for each chamber set-up. Lines of fit were added using Microsoft 

Excel, with a set intercept of zero, and the corresponding equations are given 

in the appropriate tables.

From the plot it appears that the response of the regular ionisation chamber 

is very linear in relation to the dose delivered. The orientation and depth of

measurement of the ionisation chamber also does not appear to significantly

affect the results.

The tables of calibration results for each of the set-ups show the dose 

delivered and average uncorrected charge reading for each dose point of the

ionisation chamber. A line of fit was used to create an equation for 

calculating the dose from a given charge reading; this is shown at the bottom

of the table. Using this equation a dose value was calculated from the

measured charge readings. The dose delivered was compared to the dose 

calculated in order to evaluate the closeness of the line of fit. This is

presented as a dose difference and a percentage difference.

As can be seen from Table 4.2 for the perpendicular-1.5cm set-up, the 

deviations of the measured values from the lines of fit are very small. The 

largest dose difference is ±0.1 cGy for the 150, 175, 200, 250 and 600 cGy dose

points. The largest percentage difference is 0.1%, for just three points of 

measurement (25 cGy, 50 cGy and 250 cGy). Where the dose difference is

zero even though a percentage difference is not, and vice versa, this is

because the results shown have been rounded down to one decimal place.
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For the perpendicular-15cm set-up (Table 4.3) the largest dose difference is 

±0.2 for many dose points, and the largest percentage difference is ±0.3% for 

the 50 cGy and 75 cGy dose points. The highest difference for the parallel-

15cm set-up (Table 4.4) is 0.3 cGy or 0.6% for the 50 cGy dose point, and 0.1 

cGy or 0.4% for the 25 cGy dose point. It should be noted that the higher 

percentage deviations are all around the lower dose points, which means that 

a difference of just 0.3 cGy between the reading and the calculated fit 

resulted in a percentage deviation of 0.6% at the 50 cGy dose point for the

parallel orientation at 15 cm depth. Towards the higher dose points the

percentage differences are either zero or a negligible 0.1%, and the maximum 

difference between the delivered and calculated doses is 0.2.

The low deviations of the measurements from the line of fit indicate that the

dose response of the ionisation chamber is very linear, making direct 

interpolation of results, and calculation of relative doses, a straightforward 

matter.

Table 4.5 shows the uncorrected charge readings for the measurements made

at 15 cm depth in the perpendicular and parallel orientations. The differences 

between the set-ups are given as charge readings and percentage values. The 

charge differences increase as the dose increases, reaching a maximum of -

0.018 for the 500 and 600 cGy dose points. The maximum percentage 

difference between the two orientations is -0.3% for most points, which is 

very acceptable. In fact, the difference between the two equations from the 

lines of fit is insignificant, with a difference between them of less than 0.5%, 

indicating that the ionisation chamber can be reliably used in either 

orientation to produce similar readout results.
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Table 4.2. Results for calibration of regular ionisation chamber, perpendicular orientation,
1.5 cm depth.

Dose Delivered
(cGy)

Uncorrected
Charge Reading

Dose Calculated
from Line of Fit

Dose Difference
(cGy)

Percentage
Difference (%)

0 0.000 0.0 0.0
25 0.261 25.0 0.0 0.1
50 0.521 50.0 0.0 -0.1
75 0.781 75.0 0.0 0.0
100 1.042 100.0 0.0 0.0
125 1.302 125.0 0.0 0.0
150 1.562 149.9 -0.1 0.0
175 1.824 175.1 0.1 0.0
200 2.083 199.9 -0.1 0.0
225 2.344 225.0 0.0 0.0
250 2.603 249.9 -0.1 -0.1
300 3.126 300.0 0.0 0.0
400 4.167 400.0 0.0 0.0
500 5.209 500.0 0.0 0.0
600 6.251 600.1 0.1 0.0

Equation for line of fit: D = R/0.010418

Perpendicular-1.5cm

83



Table 4.3. Results for calibration of regular ionisation chamber, perpendicular orientation, 1
cm de

5
pth.

Dose Delivered
(cGy)

Uncorrected
Charge Reading

Dose Calculated
from Line of Fit

Dose Difference
(cGy)

Percentage
Difference (%)

0 0.000 0.0 0.0
25 0.262 25.1 0.1 0.2
50 0.525 50.2 0.2 0.3
75 0.783 74.8 -0.2 -0.3
100 1.046 99.9 -0.1 -0.1
125 1.309 125.0 0.0 0.0
150 1.571 150.1 0.1 0.1
175 1.830 174.8 -0.2 -0.1
200 2.092 199.8 -0.2 -0.1
225 2.355 225.0 0.0 0.0
250 2.618 250.1 0.1 0.0
300 3.140 300.0 0.0 0.0
400 4.189 400.2 0.2 0.0
500 5.234 500.0 0.0 0.0
600 6.280 599.9 -0.1 0.0

Equation for line of fit: D = R/0.010468

Perpendicular-15cm
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Table 4.4. Results for calibration of regular ionisation chamber, parallel orientation, 15 cm 
depth.

Dose Delivered
(cGy)

Uncorrected
Charge Reading

Dose Calculated
from Line of Fit

Dose Difference
(cGy)

Percentage
Difference (%)

0 0.000 0.0 0.0
25 0.262 25.1 0.1 0.4
50 0.525 50.3 0.3 0.6
75 0.781 74.9 -0.1 -0.2
100 1.044 100.0 0.0 0.0
125 1.305 125.0 0.0 0.0
150 1.567 150.2 0.2 0.1
175 1.825 174.9 -0.1 -0.1
200 2.085 199.8 -0.2 -0.1
225 2.349 225.0 0.0 0.0
250 2.610 250.1 0.1 0.0
300 3.131 300.0 0.0 0.0
400 4.175 400.1 0.1 0.0
500 5.216 499.8 -0.2 0.0
600 6.262 600.0 0.0 0.0

Equation for line of fit: D = R/0.010436

Parallel-15cm
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Figure 4.3. Results for calibration of the regular ionisation chamber in all set-ups.
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Table 4.5. Comparison of results for calibration of regular ionisation chamber, p
and

erpendicular
parallel orientations, 15 cm depth.

Dose Delivered
(cGy)

Perpendicular
Charge Reading

Parallel Charge
Reading

Charge Reading
Difference

Percentage
Difference (%)

0 0.000 0.000 0.000
25 0.262 0.262 0.000 -0.1
50 0.525 0.525 0.000 0.0
75 0.783 0.781 -0.001 -0.2
100 1.046 1.044 -0.002 -0.2
125 1.309 1.305 -0.004 -0.3
150 1.571 1.567 -0.004 -0.3
175 1.830 1.825 -0.005 -0.3
200 2.092 2.085 -0.007 -0.3
225 2.355 2.349 -0.006 -0.3
250 2.618 2.610 -0.008 -0.3
300 3.140 3.131 -0.009 -0.3
400 4.189 4.175 -0.014 -0.3
500 5.234 5.216 -0.018 -0.3
600 6.280 6.262 -0.018 -0.3
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4.3.3 Results - Small Ionisation Chamber Calibration

Tables 4.6, 4.7 and 4.8 and Figure 4.4 give the experimental results for the 

calibration of the small ionisation chamber in different set-ups. Table 4.9 

compares the results for the perpendicular-15cm and parallel-15cm setups. 

The plot in Figure 4.4 is a plot of the uncorrected readings versus dose 

delivered for each chamber set-up. Lines of fit were added using Microsoft 

Excel, with a set intercept of zero, and the corresponding equations are given 

in the appropriate tables.

From the plot the response of the small ionisation chamber to dose appears 

to be very linear. This is further shown in Table 4.6, where it can be seen that 

the largest deviation for the perpendicular-1.5cm set-up is -0.2 cGy for the

150, 500 and 500 cGy dose points. The highest percentage deviation is -0.5% 

for the 25 cGy dose point. The largest deviations for the perpendicular-15cm 

set-up are 0.6 cGy or 1.2% for the 50 cGy dose point, and 0.4 cGy or 1.6% for 

the 25 cGy dose point. The largest deviations for the parallel-15cm set-up are

-0.5 gy or -0.6% for the 75 cGy dose point, and -0.4 cGy for the 175, 500 and 

600 cGy dose points.

These discrepancies tend to be slightly higher than for the regular ionisation

chamber. As explained for the regular ionisation chamber previously, the 

higher percentage differences at lower dose points – i.e. at lower readings –

would be inflated by the fact that very low readings tend to result in higher

percentage differences, and because the limit of reading of the electrometer 

affects the accuracy of the reading. Hence, at lower dose points, the small 

chamber would give more variable results because it does not collect as 

much charge as the regular chamber, so its readings are closer to the limit of

reading of the electrometer.

Similar to the regular ionisation chamber, the acceptably low deviations of 

the measurements from the normal line of fit indicate that the small
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ionisation chamber can be reliably used as a dosimeter in either orientation,

and easily calibrated.

Table 4.9 shows the uncorrected charge readings for the measurements made

at 15 cm depth in the perpendicular and parallel orientations. The differences 

between the two orientations are quite large, ranging from -1.0% at the 600

cGy dose point, to -2.4% at the 25 cGy dose point. These differences are

relatively higher than the same calculations for the regular ionisation

chamber, possibly due to the reduced collection efficiency of the smaller

chamber. Although the differences are not unacceptably large, some care 

must be taken when using the small ionisation chamber to measure in both 

parallel and perpendicular orientations.
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Table 4.6. Results for calibration of small ionisation chamber, perpendicular orientation, 1.5
cm depth.

Dose Delivered
(cGy)

Uncorrected
Charge Reading

Dose Calculated
from Line of Fit

Dose Difference
(cGy)

Percentage
Difference (%)

0 0.000 0.0 0.0
25 0.013 24.9 -0.1 -0.5
50 0.025 49.9 -0.1 -0.2
75 0.038 75.0 0.0 0.1
100 0.051 100.0 0.0 0.0
125 0.063 124.9 -0.1 -0.1
150 0.076 149.8 -0.2 -0.2
175 0.088 174.9 -0.1 -0.1
200 0.101 200.0 0.0 0.0
225 0.114 225.1 0.1 0.1
250 0.126 249.9 -0.1 0.0
300 0.152 300.0 0.0 0.0
400 0.202 400.0 0.0 0.0
500 0.252 499.8 -0.2 0.0
600 0.303 599.8 -0.2 0.0

Perpendicular 1.5cm

Equation for line of fit: D = R/0.000505

90



Table 4.7. Results for calibration of small ionisation chamber, perpendicular orientation, 15
cm depth.

Dose Delivered
(cGy)

Uncorrected
Charge Reading

Dose Calculated
from Line of Fit

Dose Difference
(cGy)

Percentage
Difference (%)

0 0.000 0.0 0.0
25 0.013 25.4 0.4 1.6
50 0.026 50.6 0.6 1.2
75 0.038 75.2 0.2 0.3
100 0.051 100.2 0.2 0.2
125 0.063 125.4 0.4 0.3
150 0.076 150.4 0.4 0.3
175 0.088 175.0 0.0 0.0
200 0.101 200.4 0.4 0.2
225 0.114 225.2 0.2 0.1
250 0.126 250.4 0.4 0.2
300 0.151 300.2 0.2 0.1
400 0.202 400.1 0.1 0.0
500 0.252 499.9 -0.1 0.0
600 0.302 599.6 -0.4 -0.1

Perpendicular 15cm

Equation for line of fit: D = R/0.000504
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Table 4.8. Results for calibration of small ionisation chamber, parallel orientation, 15 cm 
depth.

Dose Delivered
(cGy)

Uncorrected
Charge Reading

Dose Calculated
from Line of Fit

Dose Difference
(cGy)

Percentage
Difference (%)

0 0.000 0.0 0.0
25 0.013 25.1 0.1 0.2
50 0.025 50.1 0.1 0.2
75 0.037 74.5 -0.5 -0.6
100 0.050 99.8 -0.2 -0.2
125 0.062 124.8 -0.2 -0.1
150 0.075 150.3 0.3 0.2
175 0.087 174.6 -0.4 -0.2
200 0.100 199.8 -0.2 -0.1
225 0.112 224.8 -0.2 -0.1
250 0.125 249.9 -0.1 0.0
300 0.150 299.7 -0.3 -0.1
400 0.200 399.8 -0.2 -0.1
500 0.249 499.6 -0.4 -0.1
600 0.299 599.6 -0.4 -0.1

Parallel 15cm

Equation for line of fit: D = R/0.000499
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Figure 4.4. Results for calibration of the small ionisation chamber in all set-ups.
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Table 4.9. Comparison of results for calibration of small ionisation chamber, perpendicular
and parallel orientations, 15 cm depth.
Dose Delivered

(cGy)
Perpendicular

Charge Reading
Parallel Charge

Reading
Charge Reading

Difference
Percentage

Difference (%)
0 0.000 0.000 0.000
25 0.013 0.013 0.000 -2.4
50 0.026 0.025 0.000 -2.0
75 0.038 0.037 -0.001 -1.9
100 0.051 0.050 -0.001 -1.4
125 0.063 0.062 -0.001 -1.4
150 0.076 0.075 -0.001 -1.1
175 0.088 0.087 -0.001 -1.2
200 0.101 0.100 -0.001 -1.3
225 0.114 0.112 -0.001 -1.2
250 0.126 0.125 -0.002 -1.2
300 0.151 0.150 -0.002 -1.2
400 0.202 0.200 -0.002 -1.1
500 0.252 0.249 -0.003 -1.1
600 0.302 0.299 -0.003 -1.0
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4.3.4 Results - Ionisation Chamber Volume Comparison

Table 4.10 shows the combined results for the regular and small ionisation 

chambers in the perpendicular orientation at 15 cm depth, with the doses

measured normalised to a maximum of one for the purposes of comparison. 

The measurements in each orientation are compared as a percentage 

difference. Figure 4.5 shows a plot of the normalised results of the small 

ionisation chamber and the regular ionisation chamber versus dose. Lines of

fit have been added to each plot, with the intercept set to zero.

Looking at Figure 4.5 little difference can be distinguished between the small 

and the regular ionisation chamber. According to Table 4.10, the largest 

difference between the small and the regular ionisation chambers is -0.4% for 

the 75 cGy dose point. The next highest discrepancy is -0.3% for the 50 cGy

dose point. The very low differences between corrected readings for the 

small ionisation chamber and the regular ionisation chamber indicate a good 

reproducibility of results, and mean that the chambers could be

comparatively interchanged for measurements without affecting corrected 

results, and that either chamber should be suitable for reliably measuring

doses delivered.
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Table 4.10. Comparison of results for calibration of regular and small ionisation chambers,
perpendicular orientation, 15 cm depth.

Dose Delivered
(cGy)

Normalised
Regular Chamber
Charge Reading

Normalised Small
Chamber Charge

Reading

Percentage
Difference (%)

0 0.000 0.000
25 0.042 0.042 -0.1
50 0.084 0.084 -0.3
75 0.125 0.124 -0.4
100 0.167 0.166 -0.2
125 0.208 0.208 -0.1
150 0.250 0.251 0.2
175 0.291 0.291 -0.1
200 0.333 0.333 0.1
225 0.375 0.375 0.0
250 0.417 0.417 0.0
300 0.500 0.500 0.0
400 0.667 0.667 0.0
500 0.833 0.833 0.0
600 1.000 1.000 0.0
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Figure 4.5. Results for the regular and small ionisation chambers, normalised to 1.0,
perpendicular orientation at 15 cm depth.
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4.3.5 Results - Small Field Dose Profiles

Figures 4.6 and 4.7 and 4.8 give the experimental results for the small field 

dose profile scans using the small chamber, the 0.01 cc (CC 01) chamber, and

the XV film at depths of 1.5 cm (dmax), and the small chamber and the CC 01 

chamber at depths of 10 cm and 20 cm.

The figures show that the XV film at 1.5 cm depth measures a steeper drop-

off in dose towards the edges of the field than the small chamber does. This 

is to be expected as the film has a much higher spatial resolution capability 

than the ionisation chambers used (see ‘3.3.3 Film’).

The smaller 0.01 cc chamber in turn measures a steeper drop-off dose than 

the small IC 10 chamber. This indicates that the volume of the ionisation

chamber will have an effect on measurements at the edges of small fields.

This effect remains at all depths measured.
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Figure 4.6. Results for the small chamber, CC 01 chamber and XV film dose profile
measurements at 1.5 cm depth.
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Figure 4.7. Results for the small chamber and CC 01 chamber dose profile measurements at 10
cm depth.
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Figure 4.8. Results for the small chamber and CC 01 chamber dose profile measurements at 20
cm depth. 
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4.4 Conclusion - Ionisation Chamber Tests

Based on the results the ionisation chamber has been shown to be a very 

reliable dosimeter, with reproducible results and a linear dose response so 

that dose values can be easily calculated from relatively few dose points.

Disregarding the effective point of measurement for the regular ionisation

chamber is not ideal, but it will be done for the IMRT checks in order to

avoid the difficulty of adding 2 mm to each side of the phantom. 

Although the set-up of the ionisation chamber in the solid water limits 

positioning, this should not be a problem for IMRT checks as any plan can be

easily adjusted to calculate the dose at the centre of a block of solid water, or 

if necessary at variable depths. The parallel set-up showed little variation in

results compared to the perpendicular set-up, which means that 

measurements can be translated between the two. 

The two different ionisation chambers produced very similar results. The 

difference is that the smaller dimensions of the small ionisation chamber 

makes it easier to avoid the high dose gradient regions that contribute to

dose measurement uncertainties. However, the small ionisation chamber 

does not have the dose collection efficiency of the regular ionisation 

chamber, so it will not be suitable for the small dose outputs that are 

common with single IMRT fields.

The volume averaging effect evident in the small chamber dose profile 

measurements indicates that the regular chamber will be less accurate

measuring dose in a small field or at the edge of a field than measurements 

taken using the small chamber.

Therefore the choice of which ionisation chamber to use for IMRT dosimetry 

will depend on the more important aspects of the dose being measured – if a 
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plan consists of high dose gradients from individual beams at isocentre, the

small ionisation chamber should be best for measuring a whole fraction of

treatment. Because of its larger collection volume and hence higher

sensitivity, the regular ionisation chamber should be suitable for measuring 

individual beams if small doses per field are being delivered where the dose 

gradient does not tend to be so pronounced. Laub et al.57 found differences of

more than 6% between measured and calculated values of IMRT fields

measured with a 0.6 cm3 Farmer ionisation chamber. The difference was 

reduced to 2% when measured with a 0.015 cm3 pinpoint ionisation chamber. 

Low et al.67 found errors of up to 10% for a 0.6 cm3 Farmer ionisation 

chamber, indicating that the smaller chamber is more suitable for small

fields, or that a correction factor should be introduced when using the larger 

chamber. Because it is difficult to know the proportion of the chamber that 

was on the edge of a leaf or in a dose gradient no volume averaging 

correction methods were employed.
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Chapter 5: Film Tests

5.1 Aim - Film Tests

The purpose of the film tests was to evaluate the response of radiographic 

film to dose deliveries typical of an IMRT treatment. Film is often used in 

radiotherapy as a qualitative assessment tool – that is, as a tool for dose 

comparison and two-dimensional imaging, as opposed to dose

measurement. Film is not widely regarded as an absolute dosimeter, and is

limited by a saturation range. However, with the right processing and 

analysis equipment some centres do use film quantitatively.

Two types of film were to be tested. X-Omat V (XV) is the most common film 

normally used in radiotherapy, and is regularly used for port films, but it is 

traditionally limited by a dose saturation limit of about 100 cGy. The more 

recently developed EDR2 film is similar to XV film but has a higher 

saturation limit of about 600 cGy, which should make it more useful for 

measuring combined fields. However this may prove to be a disadvantage as

the film might under-respond to low doses, which are generally 

characteristic of the individual beams in an IMRT plan.

XV film has been in use for longer than the EDR2 film, so its properties are 

better established (see ‘3.3.4 Kodak X-Omat V’). However, both types of film 

were to be tested for linearity of response, response to low doses, response to 

orientation relative to the beam axis, depth of exposure, and dose saturation 

limit.
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5.1.1 Aim - Step Film Test

The ‘Step Test Film’ (STF) is a strip of film supplied by Kodak on which are

marked 21 regular stripes, or steps, of known ODs. The ODs range from 0.05 

to 3.05 in 0.15 increments. The idea of the STF is that it can be used to 

calibrate film digitisers to accurate ODs.

In this case the conversion test was to be carried out primarily in order to 

verify the regularity of the film digitiser and software. It was mentioned in 

‘3.3.7 Vidar Film Scanner’ that the Vidar VXR-12 scanner has been found to 

produce results that are too noisy to be accurate at ODs greater than 2.0, so 

this would also be looked at.
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5.1.2 Aim - Film Orientation Tests

The simplest set-up for film was the perpendicular orientation, where the 

film was positioned with its surface perpendicular to the axis of the beam. A 

diagram of the film in the solid water phantom positioned perpendicular to 

the beam axis is shown in Figure 5.1. This set-up was useful for planar dose

map measurements and dose profiles at a single depth because the full cross-

section of the beam could reach the film, providing a relatively large area

with which to analyse the beam.

Figure 5.1. The set-up of the film in the solid

water phantom with the beam incident

perpendicular to the plane of the film.

The second type of orientation set-up to be used was parallel, where the film 

was positioned parallel to the axis of the beam. A diagram of the film in the

solid water phantom positioned parallel to the beam axis is shown in Figure

5.2. Theoretically this technique was optimal because it was the same set-up 

as would have to be used to expose films to mimic axial isodose

distributions. The parallel set-up could be delivered with a gantry angle of 

zero, with the cubic phantom set on end, and with the gantry angle at 90  or 

270 , with the phantom set flat. A variation of the parallel set-up was also to

106



be tested where the film was aligned 2  off the parallel axis of the beam. 

Setting the film 2  off-axis is recommended78 because the angle is not great 

enough to significantly affect the effective depth at which the film would be 

irradiated, but should be enough that along the central axis the x-ray beam

was attenuated by mostly solid water (as it should be) rather than by the film

itself, which does not have the same density as solid water. A discussion of

this effect can be found in Suchowerska et al.111.

Figure 5.2. The set-up of the film in

the solid water phantom with the 

beam incident parallel to the plane

of the film.
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5.1.3 Aim - Film Dose Response Tests

The dose response of the films was to be found by plotting the results of the 

relOD of the films against the dose delivered. Although the film does not 

have to provide linear dose plots, the important feature to be checked was

that the results were regular relative to each other. Also it was desirable to 

find a dose response to which a simple curve and equation could be fitted, so 

that further translations between the relOD measured and the dose received

could be calculated using a set equation for each calibration group, rather 

than attempting to manually match the dose on a plot.

The limits of exposure of the films refers to finding the maximum dose to 

which they can be irradiated before the film saturates, at which point a 

nominal plateau in film OD increase with dose is reached. The limit of 

exposure defines the useful dose range of the film.

Similarly, to study the low dose response, the films were to be exposed to a 

range of lower doses, and the relOD plotted against dose delivered. Finding 

the low dose response of the films was of particular importance in this

project because of the very low doses produced by many of the beams in an

IMRT plan, so it was important to ensure that the films did not under- or 

over-respond in these regions, or gave irregular responses.
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5.1.4 Aim - Film Scanner Tests

The Vidar VXR-12 film scanner can digitise film with several different

settings. Exposure, resolution and greyscale level (see ‘3.3.7 Vidar Film 

Scanner’) can be manipulated to optimise the resultant image. In an attempt 

to find the best scanner settings the perpendicular EDR2 calibration films 

were digitised and analysed with different exposure, resolution and depth 

bit (greyscale) settings.

Scanning film with 8-bit depth limits the number of greyscale levels available 

in comparison to 12-bit depth, and might not provide sufficient dose contrast 

resolution for analysing the steep dose gradients present in IMRT dose 

distributions.
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5.2 Method - Film Tests

5.2.1 Method - Film Preparation

The sheets of XV and EDR2 film come individually wrapped in protective

packets designed to protect them from light, dust, and environmental factors. 

XV film is 34 cm  43 cm, EDR2 film is 37 cm  45 cm as measured by the

outer packet. Because the size of the film makes it unnecessary and wasteful 

to perform one calibration per sheet, each sheet was cut to size before use.

To reduce discrepancies in results arising from variations in the film that 

occur during production (for example the thickness of the emulsion layer),

the films to be used for the one set of calibrations and measurements were 

taken from the same batch.

The film was prepared in a dark room with a red light, as this is not

supposed to affect film. For perpendicularly exposed film the film was cut

into rectangles, approximately 12 cm  12 cm, for parallel film it was cut into 

strips at least a few centimetres longer than the intended depth of 

measurements; approximately 7 cm  22 cm.

As each cut was made in the film the two open sides of the film wrap were 

sealed using black electrical tape. It had to be carefully folded over the 

exposed side, with small tags left overlapping at the ends, to stop any light 

reaching the film. At the same time as much air as was possible was removed

from the packets.

110



5.2.2 Method - Film Exposure

To expose the films in the perpendicular orientation the gantry was set to

zero degrees (that is, in the upright position, so that the axis of the beam 

would be aiming vertically down). A rectangular piece of film was 

positioned in the centre of the cubic solid water phantom and of the beam 

(using the field light crosshairs), so that 15 cm of solid water was below the 

film to block scattered x-rays, and 15 cm was placed on top of the film to

provide the appropriate attenuation. To irradiate the film at different depths

the appropriate amount of solid water could be removed to provide the 

depth required. The surface of the top of the solid water was set to 100 cm 

SSD. The film was exposed at 15 cm depth, designated as the ‘perpendicular-

15cm’ set-up.

Because not all of the air in the film packets could be removed during 

preparation the weight of the solid water helped to push out some of the 

bubbles. Some packets unavoidably had a relatively large amount of air in 

them, which affects the attenuation and scatter of the incident beam, and 

provides an uneven base on which to place the top portion of solid water.

Packets like this were discarded, or if that was not possible, a tiny pin prick 

was made in one corner so that the air could be expelled without allowing 

light to be incident on the central part of the film.

For the parallel exposures three set-ups were used – designated ‘vertical-

parallel’, ‘horizontal-parallel’ and ‘2degree-parallel’. To expose the parallel

film horizontally, the solid water was set up in the same way as for the 

perpendicular exposures. The gantry was set to 90 , so that the axis of the

beam would be parallel to the floor. Because the phantom is a cube shape, 

the dimensions of the phantom relative to the beam output did not change

from the perpendicular set-up. The strip of film was placed between the slabs 

of solid water, but this time one end of the film was positioned flush with the
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edge of the solid water facing the beam output. The solid water was 

positioned so that the long plane of the film was aligned with the axis of the 

beam output, with the near edge at 100 cm SSD. To perform parallel 

measurements with a 2  offset the solid water and the film remained in the 

same set-up, but the gantry was rotated slightly to 88  or 92  to provide the 

angular incidence required.

The vertical exposure of the parallel film required the gantry to be positioned 

upright at zero degrees, and the solid water phantom was set on end. The

phantom was still at 100 cm SSD, but the slabs of solid water were positioned

on their edge. The strip of film was taped flush with the top surface of the 

solid water phantom, and positioned so that the long plane of the film would 

be aligned with the axis of the beam.

The calibration films were exposed to the dose desired. 6 MV photons were 

used for all measurements, as this is the only energy that was used for the 

IMRT plans.  Because the perpendicular set-up was the simplest it was used

for all of the film tests and the scanner tests other than orientation, so the

perpendicular EDR2 film was exposed to zero to 250 cGy in increments of 25 

cGy and a further 300 to 600 cGy in increments of 100 cGy. The parallel EDR2 

films were exposed to zero to 600 cGy in increments of 100 cGy only, which

was sufficient for purposes of comparison with the perpendicular exposures.

The XV films, with their known lower saturation limit, were exposed to zero 

to 200 cGy in 25 cGy increments in the perpendicular orientation only.

The films were developed as soon as possible after exposure, and where

possible in a single session, to eliminate errors that might arise from changes

in the chemical mix or temperature of the processor. The processor was 

located in a dark room, so the film could be unwrapped under a special red 

light. To warm up the processor and mix up the chemicals inside, two to 

112



three waste films were processed first, followed by the calibration films. The

packets were opened and fed into the machine one at a time, so that if

something went wrong, such as the developer or fixer running out and

needing replacement, the main light could be turned on without having to

worry about protecting a large number of unwrapped, unexposed films.

The developed films were collected and returned to their respective packets 

to help protect them from dust, scratches and fingerprints. The grease from

handling the film with unprotected hands can affect the optical 

characteristics of the film, so care had to be taken to only pick them up by

their edges.

The developed films could be stored and used or referred to at a later date. 

They were digitised on the Vidar VXR-12 film scanner using Osiris or ImageJ

software, and the resultant images analysed using the same software. The

films were analysed at 15 cm depth, which was equivalent to 15 cm along the 

length of the film. 
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5.2.3 Method - Scanner Tests

The developed films were scanned into a computer using the VXR-12 

digitiser and stored as image files. The film was placed in the top feed tray of 

the digitiser, from which it was automatically drawn through the roller

mechanism to be read. Various scan options could be selected including 8-bit 

or 12-bit resolution (which refers to the number of greyscale levels used), 

resolution, exposure, and calibration. The film could be pre-scanned in order 

to select only a part of the film to be properly scanned. Once the desired 

combination of options was selected the film was scanned and automatically 

saved. The same process was followed with the ImageJ software.

Each film was scanned three times over a number of days, in order to

produce an average value for each calibration film. This also allowed 

occasional errors in the scanning process to be picked up in the form of

erroneous results.

Using either Osiris or ImageJ the image files could be opened and a 

rectangular ROI selected at the appropriate point on each film image. The

software could provide an average relOD for that area. To correct the films

for background OD the value of the relOD of the 0 cGy film (that is, 

unexposed film) was subtracted from all results. Other ROI data that was 

provided by the digitising software was the standard deviation of the 

average relOD, the minimum and maximum and total relODs in that region, 

the relative position on the ROI in the image, and the size of the ROI. A

histogram of the distribution of relODs in the ROI could also be obtained. 

This information was used to provide an informal check of the variation in 

relOD across the ROI.

The average corrected relODs were plotted against the known doses

delivered to produce dose versus corrected relOD calibration curves. Using 
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Microsoft Excel a curve could be fitted to the results to obtain a calibration

equation relating the corrected relOD to the dose.

The film images could be manipulated visually in order to make them easier

to interpret or to make qualitative judgments. The scanner produced black 

and white images that appear opposite to the actual distribution of light and 

dark on the film, like a photograph negative. This meant that the higher dose 

parts of the dose distribution appear as the darkest regions on the film, but as 

the lightest regions on the digitised computer image. Using image

manipulation software such as Osiris and ImageJ, the digitised image could

be inverted to appear more similar to the actual film. To allow for easier 

qualitative interpretation of the film, the darkness of the image could be

adjusted to provide better contrast in various areas of the film, and colour 

washes could be laid over the image to provide a coloured isodose 

distribution.
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5.2.4 Method - Step Film Tests

The STF was fed through the film digitiser and an image obtained. The image 

was analysed using the same software tools as for the calibration films in 

‘5.2.3 Method - Scanner Tests’. The relOD of each step on the film was 

measured and compared to the known real OD of the film. Using this data a

conversion table, a plot, and a related equation were created to convert 

relOD to real OD.
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5.3 Results - Film Tests

5.3.1 Results - Osiris and ImageJ Software

The results for the measurements of relOD of the EDR2 film using Osiris

software at 8-bit and 12-bit depth are given in Table 5.1 and Figure 5.3. The

results for the measurements using ImageJ software are given in Table 5.2 

and Figure 5.4. Because the 8-bit depth setting uses a smaller greyscale range, 

the values given for relOD are much smaller than for the 12-bit depth setting. 

For purposes of comparison the results have been normalised to a maximum 

value of one. The normalised relOD values have been compared as a 

percentage difference.

Figure 5.3 clearly shows that the 12-bit depth setting gives several erratic 

results, whereas the results measured with the 8-bit depth setting follow a 

much smoother curve. Osiris is a relatively basic program, and it appears 

that it cannot reliably handle the large amounts of information required to

handle a 12-bit depth scan.

The ImageJ software was obtained later in the project. Table 5.2 and Figure 

5.4 show no significant difference between the 8-bit and the 12-bit depth 

settings, and both appear to be appropriate for calibrating the film. ImageJ

was easier to use and provided more analysis tools, so it became the 

preferred software for calibrating and calculating doses from film.

Comparisons between the set-up techniques are presented in ‘5.3.4 Results -

EDR2 Film Set-Up Tests’. Results for the actual calibration curves measured

using ImageJ with 12-bit depth are discussed in ‘5.3.5 Results - XV Film

Calibration’ and ‘5.3.6 Results - EDR2 Film Calibration’.
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Table 5.1. Comparison of normalised results for measurements of EDR2 film with Osiris
software at 8-bit and 12-bit depth.

Dose Delivered
(cGy) 8D Normalised 12D Normalised RelOD

Difference
Percentage

Difference (%)
0 0.000 0.000 0.000
25 0.039 0.057 0.019 32.3
50 0.080 0.119 0.039 32.7
75 0.128 0.180 0.052 28.8
100 0.177 0.259 0.082 31.7
125 0.237 0.348 0.111 31.8
150 0.293 0.426 0.133 31.2
175 0.357 0.527 0.170 32.3
200 0.414 0.611 0.196 32.1
225 0.480 0.540 0.060 11.1
250 0.548 0.815 0.266 32.7
300 0.662 0.914 0.252 27.6
400 0.886 0.871 -0.015 -1.7
500 0.984 0.982 -0.002 -0.2
600 1.000 1.000 0.000 0.0
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Figure 5.3. Plot of normalised results for measurements of EDR2 film with Osiris software at 8-bit and
12-bit depth.

119



Table 5.2. Comparison of normalised results for measurements of EDR2 film with ImageJ
software at 8-bit and 12-bit depth.

Dose Delivered
(cGy) 8D Normalised 12D Normalised RelOD

Difference
Percentage

Difference (%)
0 0.000 0.000 0.000
25 0.039 0.038 0.000 -0.6
50 0.080 0.079 0.000 -0.6
75 0.128 0.127 -0.001 -0.5
100 0.175 0.173 -0.002 -1.1
125 0.235 0.234 -0.002 -0.8
150 0.290 0.288 -0.002 -0.9
175 0.354 0.352 -0.002 -0.7
200 0.412 0.409 -0.003 -0.8
225 0.477 0.474 -0.003 -0.6
250 0.546 0.544 -0.002 -0.4
300 0.660 0.657 -0.003 -0.4
400 0.884 0.876 -0.008 -0.9
500 0.984 0.982 -0.002 -0.2
600 1.000 1.000 0.000 0.0
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Figure 5.4. Plot of normalised results for measurements of EDR2 film with ImageJ software
at 8-bit and 12-bit depth.
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5.3.2 Results - Step Film Tests

The table and the plot of the result of scanning the Step Test Film (STF) with

Osiris software with 12-bits depth are shown in Table 5.3 and Figure 5.5. The

table provides the known real OD of each step in the film and the average 

relOD reading for each step, taken from three readings each. The computer 

was used to match a polynomial line of fit, and the equation for that is given

in the table. The results have not been normalised or extrapolated to a zero

value because there is no value for zero OD. The computer-fitted equation 

has been used to calculate the OD from the readings given, and this is 

compared to the known OD in order to provide a measure of the closeness of

the line of fit.

Points 20 and 21, at real ODs 2.90 and 3.05, have been cut from the plot

because it is at this point that the results start to curve downwards. From the 

plot it can be seen that the scan of the STF follows a fairly smooth curve with 

only slight deviations from the line of fit. The table similarly demonstrates

this – the largest OD difference is -0.05 for the 2.75 OD point, followed by -

0.04 and 0.04 for the 0.65 and 2.45 OD points. In general the percentage

differences are also good, only increasing significantly for the lower dose 

points, which is due to the small values involved rather than large reading 

differences.

There were several problems with the STF. The main one was that the film

was rather old and had not been well maintained. It has a crease in it and a 

stain on one section, both of which would contribute to inaccuracies in the 

reader, although all attempts were made to avoid making measurements in 

these sections. The other problem was that the STF was so narrow that 

scanning it lengthways was difficult. The film roller had trouble holding on

to it so the strip often tilted, producing undesirable diagonal scans. When the

STF was scanned widthways it was too narrow for the rollers to catch at all 

and would not go through the scanner. To get around this strips of normal 
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film were attached to either side of the STF, creating a bigger piece of film 

that could more easily be scanned.
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Table 5.3. Results for calibration of step test film with ImageJ software at 12-bit depth.

Known Real
OD

Measured
RelOD

Real OD
Calculated from 

Fit
Real OD

Difference
Percentage

Difference (%)

0.05 2279 0.07 0.02 27.3
0.20 4187 0.21 0.01 3.9
0.35 6079 0.35 0.00 0.5
0.50 7993 0.50 0.00 0.5
0.65 9286 0.61 -0.04 -7.0
0.80 11546 0.80 0.00 -0.3
0.95 13181 0.94 -0.01 -1.1
1.10 14904 1.09 -0.01 -0.6
1.25 16535 1.24 -0.01 -0.5
1.40 18228 1.40 0.00 0.3
1.55 19752 1.55 0.00 0.1
1.70 21283 1.70 0.00 0.2
1.85 22880 1.87 0.02 0.9
2.00 24204 2.00 0.00 0.2
2.15 25795 2.17 0.02 1.0
2.30 27177 2.32 0.02 1.0
2.45 28687 2.49 0.04 1.6
2.60 29409 2.57 -0.03 -1.2
2.75 30560 2.70 -0.05 -1.8

Equation for Line of Fit: OD = 0.000 018R2 + 0.0076R - 0.052
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Figure 5.5. Plot of results for calibration for step test film with ImageJ software at 12-bit depth.
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5.3.3 Results - Film Measurements

Tables 5.4, 5.5, 5.6, 5.7 and 5.8 and Figure 5.6 show the experimental results 

for the different orientations of the EDR2 film, and the perpendicular 

orientation of the XV film. The tables show the uncorrected relOD values

(‘Raw Reading RelOD’) as scanned using ImageJ software on the 12-bit depth 

setting, alongside the same values corrected to give a value of zero for a zero 

dose (‘Corrected Reading’).

Figure 5.6 shows the plot for uncorrected relOD readings versus dose 

delivered. Clearly the XV readings cannot be directly compared to the EDR2 

readings, as the range is much smaller, so it must be analysed separately.

The XV plot begins to flatten out at around the 125 cGy dose point. This

means that 125 cGy is the dose at which the XV film begins to saturate, and 

hence is no longer a reliable indicator of dose. ‘5.3.5 Results - XV Film

Calibration’ discusses the usable part of the XV plot in greater detail.

The EDR2 plots appear to flatten at around the 300 to 400 cGy point. ‘5.3.6 

Results - EDR2 Film Calibration’ discusses the portion of the plot up to 300 

cGy in greater detail.
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5.3.4 Results - EDR2 Film Set-Up Tests

Figure 5.6 shows that within the different set-ups of the EDR2 film, the plots

all follow approximately the same path. However, it is clear that the

measurements for each orientation do not follow those of the others exactly. 

This is shown in Tables 5.4 to 5.7, which indicates each orientation’s

deviation from the perpendicular-15cm set-up, using the corrected relODs. 

At the 100 cGy point, the measurements do not correspond very closely at 

all, with 14.0% difference for the horizontal-parallel-15cm set-up, and 25.0%

difference for the vertical-parallel-15cm set-up. The 2degree-parallel set-up is 

relatively close to the perpendicular set-up, with 3.4% difference. As with the 

discrepancies between ion chamber readings, this could be exaggerated by 

the much lower readings at this dose level. The differences improve 

markedly as the dose increases, with the horizontal-parallel-15cm and 

vertical-parallel-15cm set-up results deviating from the perpendicular-15cm 

set-up measurements by just 9.9% and 7.6% at the 200 cGy point, and the 

2degree-parallel set-up by 0.6%.

Overall, the 2degree-parallel-15cm set-up gives the closest results to the 

perpendicular orientation. This was the expected result, because shifting the 

axis of the solid water 2  away from the axis of the beam resulted in the beam 

being attenuated almost entirely by the solid water, rather than by the film

(and some air, especially in the case of the vertical set-up, where the solid 

water had a tendency to ‘fan out’), with a minimal increase or decrease in 

effective pathlength.

In future measurements where it is not possible to set the film perpendicular 

to the beam, the film should be aligned 2  off the parallel axis of the beam.

This would be difficult to do for an IMRT plan with multiple incident fields

because the phantom would have to be shifted and sometimes wedged up to
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align the film at 2  to each gantry angle. The phantom is heavy and shifting it 

each time whilst maintaining the position of the isocentre is not feasible.
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Table 5.4. Results for measurements of EDR2 film, p
orientation

erpendicular
, 15 cm depth.

Dose Delivered 
(cGy)

Raw Reading 
RelOD

Corrected
Reading

0 2551.0 0.0
25 4276.8 1725.8
50 6120.1 3569.1
75 8247.9 5697.0

100 10305.2 7754.2
125 13039.4 10488.4
150 15468.6 12917.7
175 18341.8 15790.8
200 20901.9 18350.9
225 23832.3 21281.3
250 26961.5 24410.5
300 32040.4 29489.4
400 41900.1 39349.1
500 46662.2 44111.2
600 47457.3 44906.3

Perpendicular-15cm
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Table 5.5. Results for measurements of EDR2 film, horizontal-parallel orientation, 15
cm depth.

Dose Delivered 
(cGy)

Raw Reading 
RelOD

Corrected
Reading

Difference from 
Perpendicular

(%)
0 2543.5 0.0
25
50
75

100 11556.1 9012.6 14.0
125
150
175
200 22913.6 20370.1 9.9
225
250
300 34540.6 31997.1 7.8
400 44021.7 41478.2 5.1
500 46646.1 44102.6 0.0
600 47097.3 44553.8 -0.8

Horizontal-Parallel-15cm
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Table 5.6. Results for measurements of EDR2 film, vertical-parallel orientation, 15 cm 
depth.

Dose Delivered 
(cGy)

Raw Reading 
RelOD

Corrected
Reading

Difference from 
Perpendicular

(%)
0 2543.5 0.0
25
50
75

100 12876.5 10333.0 25.0
125
150
175
200 22398.5 19855.0 7.6
225
250
300 34250.4 31707.0 7.0
400 43601.7 41058.2 4.2
500 46621.7 44078.3 -0.1
600 47135.1 44591.6 -0.7

Vertical-Parallel-15cm
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Table 5.7. Results for measurements of EDR2 film, 2-degree-parallel orientation, 15 cm
depth.

Dose Delivered 
(cGy)

Raw Reading 
RelOD

Corrected
Reading

Difference from 
Perpendicular

(%)
0 2543.5 0.0
25
50
75

100 10574.3 8030.8 3.4
125
150
175
200 21010.8 18467.3 0.6
225
250
300 32165.3 29621.8 0.4
400 41979.9 39436.5 0.2
500 46055.8 43512.3 -1.4
600 47146.6 44603.2 -0.7

2Degrees-Parallel-15cm
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Table 5.8. Results for measurements of XV film, perpendicular
orientation, 15 cm depth.

Dose Delivered 
(cGy)

Raw Reading 
RelOD

Corrected
Reading

0 2165.3 0.0
25 18011.1 15845.8
50 29205.7 27040.4
75 37170.4 35005.2

100 43571.4 41406.1
125 46532.3 44367.0
150 47393.7 45228.4
175 47635.1 45469.8
200 47745.2 45580.0

X-Omat V
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Figure 5.6. Plot of results for measurements of EDR2 and XV films, comparison of orientations
at 15 cm depth.
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5.3.5 Results - XV Film Calibration

Table 5.9 and Figure 5.7 show the calibration results of the XV film exposed 

in the perpendicular orientation at 15 cm depth. Figure 5.7 shows the plot of

the corrected relOD versus the dose delivered, up to a dose of 125 cGy, as 

well as a computer-fitted quadratic curve. Table 5.9 gives the uncorrected 

and corrected relOD readings. An equation relating the dose to the corrected 

OD readings was formed from the plotted results, and the doses recalculated

to this fit. The differences between the delivered and the calculated doses are 

given as dose differences and percentage values.

The table shows that the largest dose difference is –6.0 cGy for the 125 cGy 

dose value, which is equivalent to –5.1%. The next highest difference is 5.1 

cGy or 4.9% for the 100 cGy dose point. The most important region for the

potential measurement of a single IMRT beam is around the 5 to 25 cGy dose 

range, and the deviations for the 25 cGy dose point are average, with a 

difference of –3.8 cGy, or –17.8%.
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Dose
Delivered

(cGy)

Raw RelOD 
Reading

Corrected
RelOD

Reading

Dose
Calculated

from Fit
(cGy)

Dose
Difference

(cGy)

Percentage
Difference

(%)

0 2165.3 0.0 1.4 1.4
25 18011.1 15845.8 21.2 -3.8 -17.8
50 29205.7 27040.4 50.1 0.1 0.2
75 37170.4 35005.2 78.1 3.1 4.0

100 43571.4 41406.1 105.1 5.1 4.9
125 46532.3 44367.0 119.0 -6.0 -5.1

Equation for curve of fit: D = 4.9x10-8R2 + 4.8x10-4R+1.38

Table 5.9. Results for calibration of XV film, perpendicular orientation, 15 cm depth.
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Figure 5.7. Plot of results for calibration of XV film, perpendicular orientation, 15 cm depth.
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5.3.6 Results - EDR2 Film Calibration

Table 5.10 and Figure 5.8 show the calibration results for the EDR2 film 

exposed in the perpendicular orientation at 15 cm depth. Figure 5.8 shows

the plot of the uncorrected relOD versus the dose delivered, up to a dose of 

300 cGy, as well as a computer-fitted quadratic curve. Table 5.10 gives the 

uncorrected and corrected relOD readings. The equation relating the dose to 

the corrected OD readings is given in the table, and the doses were 

recalculated using this fit. The differences between the delivered and the 

calculated doses are given as dose differences and percentage values.

The plot appears to show a fairly good conformity of the measured results to

a quadratic line of fit. This is demonstrated in the table, where the majority of

deviations from the fit are acceptably low. The largest dose difference is 5.4

cGy for the zero dose value, which occurred because the line of fit was not 

set to an intercept of zero.

The next highest differences were -5.3 cGy or -5.6%, 4.9 cGy or 1.9%, and -4.9

cGy or -1.7% for the 100, 250, and 300 cGy dose points respectively. The most 

important region for the potential measurement of a full IMRT fraction is 

around the 200 cGy dose point, and the deviations there are good, with 2.4 

cGy or 1.3%, 1.6 cGy or 0.8%, and 3.1 cGy or 1.3% for 175, 200, and 225 cGy 

respectively.
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Dose
Delivered

(cGy)

Raw RelOD 
Reading

Corrected
RelOD

Reading

Dose
Calculated

from Fit
(cGy)

Dose
Difference

(cGy)

Percentage
Difference

(%)

0 2551.0 0.0 5.4 5.4
25 4276.8 1725.8 26.1 1.1 4.2
50 6120.1 3569.1 47.7 -2.3 -4.9
75 8247.9 5697.0 71.9 -3.1 -4.3

100 10305.2 7754.2 94.7 -5.3 -5.6
125 13039.4 10488.4 124.0 -1.0 -0.8
150 15468.6 12917.7 149.0 -1.0 -0.7
175 18341.8 15790.8 177.4 2.4 1.3
200 20901.9 18350.9 201.6 1.6 0.8
225 23832.3 21281.3 228.1 3.1 1.3
250 26961.5 24410.5 254.9 4.9 1.9
300 32040.4 29489.4 295.1 -4.9 -1.7

Equation for curve of fit: D = -7.8x10-8R2 + 1.21x10-2R+5.40

Table 5.10. Results for calibration of EDR2 film, perpendicular orientation, 15 cm depth.
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Figure 5.8. Plot of results for calibration of EDR2 film, perpendicular orientation, 15 cm depth.
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5.3.7 Results - Scanner Exposure Tests

Figure 5.9 shows the results of adjusting the level, or length of time, of

exposure of the film digitiser when scanning the EDR2 perpendicular film. 

The plot clearly shows that the lowest exposure of 10 (milliseconds) must be

used in order to ensure that the lowest dose values will be reliably analysed,

as the higher exposures pass too much light through the film, resulting in 

saturation or ‘zero’ relOD readings for the lower dose regions on the film.
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Figure 5.9. Results for measurements of EDR2 film with different scanner exposure times.
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5.3.8 Results - Scanner Resolution Tests

Figure 5.10 show the results of scanning the EDR2 perpendicular film using 

different resolutions. From the plot, it appears that no single resolution 

produces a significantly different result. Although the plots do diverge

slightly at the higher resolutions, there is no clear indication in smoothness of

accuracy of a superior plot.

An increase in resolution leads to a very large increase in file size, resulting 

in slower digitising capabilities, and using up more disk space. Therefore, as 

there is no apparent advantage thus far of using a higher resolution scan, 

film scans should be performed at the lowest resolution of 60 dots-per-inch.
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Figure 5.10. Results for measurements of EDR2 film with different scanner resolution settings.
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5.4 Conclusion - Film Tests

The results of the step test film scan demonstrate that the film scanner and 

analysis software are capable of producing reliable scans. 

The previously discussed results of the film tests demonstrate that EDR2 film

is capable of a dose range appropriate to IMRT dosimetry, conforms 

acceptably to a computer-fit equation so that dose conversions can be easily 

calculated, measures low doses well, and is suitably stable enough to provide

reproducible results. However compared to the ionisation chamber it is 

unreliable for inter-comparisons between different set-ups.

For all future calibrations the perpendicular set-up should be used whenever 

possible, as perpendicular film is simpler to cut and position, resulting in less 

chance of human error, and it provides more reliable results because the

instances of air gaps are reduced, and the measurable area is larger than that 

for parallel film.

When scanning the film, the results show that a short exposure in this case 

should always be used in order to ensure the lower dose end of the film 

range is covered. Because adjusting the resolution did not appear to make

much difference the lowest resolution should be used where possible to 

reduce the size of a scanned file and make it easier to use.

The results of the XV film calibrations indicate that it should have

advantages similar to those of the EDR2 film. Because of the smaller dose 

range, it would not be suitable for the majority of full-fraction IMRT

dosimetry checks, as these are typically in the 1 to 2 Gy range, which is

beyond the point at which XV film saturates. However, XV film has the

advantage of being less expensive than the EDR2 film, and therefore possibly 

more suitable for dosimetry of individual beams.
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There was not a large difference between the two types of software except in 

ease of use, although calibrating film with Osiris with 12-bit depth did not

provide acceptable results. Since there was no real difference between the 8-

bit and 12-bit scans with ImageJ software, 12-bit depth was generally used

because the larger greyscale range inherently provides better resolution in

film scans.
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Chapter 6: Patient Dosimetry

6.1 Aim - Patient Dosimetry

Because the IMRT treatment technique is a new technique for which plan 

checking cannot rely on simple hand calculations, a new quality assurance 

(QA) method had to be designed. The purpose of this part of the project was

to find a suitable, economical, time-effective and feasible system of checking 

each patient plan using ionisation chambers and film.

Various combinations of film and ionisation chamber dosimetry were to be 

used and compared in an effort to find the best IMRT dosimetry technique.

While ionisation chamber isocentre checks in a phantom for all fields were 

always done, not all fields were checked with every combination of

dosimetry set-up for all case plans. Some form of qualitative, and perhaps 

quantitative, film check combination was always performed, and planar dose

map checks were carried out for each case. Usually several fields only were 

selected for planar dose map checks because there were sometimes too many 

beams involved to make a full check possible in the tight time line between 

plan validation and patient treatment.

The dosimetry results for each case were individually assessed, and

compared with Pinnacle calculated doses. The results for all cases were

combined in various ways to provide comparisons between the techniques

used.

A description of each of the techniques is given, followed by a summary of

the individual plans, the techniques used to check them, and the results for

each case. Finally, an overall discussion of the results is given.
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6.2 Method - Patient Dosimetry

6.2.1 Method - Ionisation Chamber Calibration

The same technique was used for both the 0.03 cc (small) and 0.6 cc (regular)

ionisation chambers.

Before setting up the IMRT treatment, the ionisation chamber was set into the 

solid water slab with 1.5 cm of solid water on top to place the centre of 

measurement of the chamber at dmax. The top of the solid water was set to 

100 cm SSD. Following an initial warm-up of 200 MU, 100 MU was delivered

with a 10 cm  10 cm, field, which was known to give a dose of 100 cGy at 

dmax. The chamber reading was taken, and the measurement repeated three 

times to give an average chamber reading for 100 MU. It was shown in ‘4.4 

Conclusion - Ionisation Chamber Tests’ that the linearity of response of the

ionisation chamber means that a single dose point could be used to calibrate 

the entire dose curve. However, to ensure the accuracy of the calibration 

three doses each of 25 MU and 50 MU (equivalent to 25 cGy and 50 cGy 

respectively) were also delivered. An average value of dose per unit charge 

reading was calculated and this value used as a simple conversion factor to

calculate the dose from measurements of the patient plans.

The cubic solid water phantom was set up with the ionisation chamber at the 

centre of the block. The centre of the block (and therefore, the physical centre 

of the ionisation chamber) was positioned at the isocentre. It is 

acknowledged that the effective point of ionisation chamber measurement is

2 mm from this position but this was shown to have little appreciable effect

on calibration measurements, as quantified in ‘4.4 – Conclusion - Ionisation 

Chamber Tests’.

Because the gantry would be rotated from the control room between beams, 

a quick rotation during set-up ensured it would not collide with the couch or
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phantom, or drag on the cord connecting the chamber to the external 

electrometer.

Once the phantom had been set up the entire treatment could be carried out

from the control room. All of the beam could be delivered by either using the 

dMLC file or by setting up a phantom treatment fraction. The output of each 

beam was measured and converted to a dose value using the calibration 

data. The overall dose was measured as an accumulated dose, and by adding 

the individual outputs of each beam. Because the ionisation chamber exhibits 

good reproducibility of results, and the time taken to carry out an entire set 

of treatment measurements was a limiting factor, usually only one set of 

measurements was taken, and additional sets of measurements were taken as

required.
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6.2.2 Method - Ionisation Chamber Zero Gantry Angle Measurements

The second form of ionisation chamber measurement tested was the zero 

gantry angle dose distribution. Each beam was recalculated for a gantry 

angle of zero, for a source-to-axis distance (SAD) of 100 cm.

This was to provide a back-up check of the dose calculation; when a physical

dose check is carried out, this set-up should prove more accurate because it

avoids the difficulties of dosimetry at an angle, through the couch, or

through a non-smooth contour edge of the phantom.

To measure a zero gantry angle field dose the ionisation chamber was placed

at the isocentre with 10 cm of solid water build-up on top, which put the SSD

at 90 cm.

The beam delivery could be carried out from the external control room, in the 

same way as for the isocentric ionisation chamber measurements. It is

acknowledged that zero gantry angle tests do not fully test all of the Varis 

beam parameter transfer process. So while zero gantry angle tests are useful

a beam angle test is also recommended.
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6.2.3 Method - Film Calibration

The same film dosimetry technique was used for both the XV and the EDR2 

films. Because of the different dose ranges for the two types of film, generally

the XV film was used to measure individual beam doses, and the EDR2 film

was used to measure full treatment doses.

Before setting up an IMRT treatment a set of calibration films was exposed. A 

film packet, cut to size (so as not to waste too much film) was positioned at 

the centre of a 10 cm  10 cm field, with the plane of the film perpendicular 

to the direction of the beam. 1.5 cm of solid water was placed on top of the 

film so that it was at dmax at 100 cm SSD.

The film was exposed to 10 MU, which was known to be 10 cGy at dmax. This 

was repeated for various dose values, as the dose response of film is not 

linear, so that a calibration curve could be created. The EDR2 film was 

usually calibrated up to 200 cGy in 25 cGy increments, and the XV film up to 

100 cGy in 10 cGy increments.

The films from the same batch were developed in sequence to ensure 

consistency, and then digitised for analysis. Once digitised a rectangular ROI 

was selected in the centre of the field, and the analysis tools used to find the 

average relOD of the ROI. A plot was formed of the dose delivered versus

the relOD, and a quadratic curve was fitted to give an equation for the dose

represented by a particular relOD.
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6.2.4 Method - Film Axial Cross-Section Measurements

To check the IMRT plan in the axial cross-section using film the cubic solid 

water phantom was placed so that the film could be positioned parallel in 

relation to the gantry at any angle. In an effort to reduce the air gaps caused 

by the solid water slabs ‘fanning’ outwards, heavy blocks were placed at 

either end of the phantom and micropore tape wrapped around the top. 

However, the air gaps could not be completely removed. This was especially

difficult for the IMRT treatments because to allow the beam through at all 

angles a phantom had to be set up on the ‘tennis racquet’ part of the couch, 

which sags slightly. In future custom clamps or a dedicated IMRT phantom 

will provide better film pressure consistency.

An uncut film packet was fitted into the centre of the solid water phantom, 

and the phantom positioned at the isocentre. The gantry was rotated to 

ensure no collision with the couch or the phantom would occur, and set to

the correct position for the first beam.

Once the phantom had been set up the entire treatment could be carried out

from the control room, in the same way as for the axial ionisation chamber 

measurements. A fresh film XV was inserted for each beam, and an EDR2

film to carry out an entire dose fraction.

The films were developed in the same batch as the calibration films to ensure 

consistency, and then digitised for analysis. A very small rectangular ROI 

was positioned on the point of interest, to find the relOD. The equation fitted

to the calibration curve for the relevant film type was used to calculate the 

dose to that point, which could then be compared to the expected dose as

predicted by Pinnacle.
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6.2.5 Method - Film Planar Measurements

To expose a planar film the film packet was placed on top of some solid

water, perpendicular to the beam axis and at 100 cm SAD. 10 cm of solid 

water build-up was placed on top.

The beam was delivered, and a fresh film used for each beam. The films were

developed in the same batch as the calibration films to ensure consistency,

and then digitised for analysis. A small ROI was positioned on the point of 

interest, to find the relOD. The equation fitted to the calibration curve was

used to calculate the dose to that point, which could then be compared to the 

expected dose as predicted by Pinnacle.
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6.3 Case 1 Dosimetry

6.3.1 Aim - Case 1

The ‘Case 1’ (P1) plan was designed for an axilla (neck) treatment. It 

consisted of two beams, AP (antero posterior) and PA (postero anterior),

which are directly opposite each other at gantry angles of 0  and 180 . The 

beams have been split into segments to improve the dose to the axilla.

Although it makes use of the dMLC controller, Case 1 is not actually an

inverse-planned IMRT plan, but was used as an extremely simple trial plan 

as it has few high-dose gradients, and measurements can be repeated many 

times with minimal time and film usage.

This is a plan that uses three segments in the AP beam and two in the PA 

beam to improve dose homogeneity in the axilla. These treatments may be

known variously as ‘forward-planned IMRT’ or more appropriately as fields 

with ‘in-field segmentation’.

6.3.2 Method - Case 1

The Case 1 plan was checked for both beams separately and for a whole

treatment using the regular ionisation chamber and the EDR2 film.

The ionisation chamber was used to check each beam and the whole dose

distribution in each set-up. Although the chamber showed a linear dose

response above 25 cGy, it was also used with the MUs tripled, in an attempt 

to compare the results with measurements of future plans, which might 

require the MUs to be tripled.
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The films were exposed in two set-ups:

Parallel, where the film was set upright in the solid water phantom so 

that the plane of the film was always parallel to the beam axis;

Perpendicular, where the film was placed so that it was perpendicular 

to the axis of the beam.

The parallel set-up would result in the film being exposed in a position to 

obtain an image of the axial cross-section dose distribution, which is most

commonly used angle in which to compare dose distributions calculated by 

Pinnacle.

The perpendicular film set-up could be used for the entire treatment delivery 

of the Case 1 plan without having to reposition the film because the plan 

involves just two opposing beams. Normally the perpendicular set-up would

be used for checking beams that have been recalculated for the zero gantry 

angle position.

6.3.3 Results - Case 1

The results for the individual beam measurements of the Case 1 plan are 

given in Table 6.1 for the regular ionisation chamber and Table 6.2 for the 

EDR2 film. The results for the whole treatment measured with each 

dosimeter are given in Table 6.3.

The results show the dose delivered, as predicted by Pinnacle, compared 

with the dose measured by each dosimetry method. The differences between 

the predicted and measured results are given as dose (cGy) and percentage

values.
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Most of the dosimeters show close matches for the Case 1 plan. The regular 

ionisation chamber gave very good results for the whole treatment with a 

difference between measured and predicted dose of –0.4 cGy, or –0.2%

(expected 175.0 cGy, measured 174.6 cGy). Similarly, the individual beam

measurements were acceptable, with Beam1 giving a dose of 90.6 cGy 

compared to an expected 87.5 cGy (a difference of 3.1 cGy or 3.4%) and 

Beam2 giving a dose of 84.1 cGy compared to an expected 87.5 cGy (a 

difference of –3.5 cGy or –4.1%).

The measurements made with the increased dose did not improve the 

results, with an overall measured dose of 514.6 cGy, compared to a predicted 

dose of 525 cGy, giving a difference of –10.4 cGy or –2.0%. The individual 

beam measurements were poor, with Beam1 measuring a dose of 268.0 cGy 

compared to an expected 262.5 cGy (a difference of 5.5 cGy or 2.1%) and 

Beam2 giving a dose of 246.5 cGy compared to an expected 262.5 cGy (a 

difference of –16.0 cGy or –6.5%). This indicates that tripling the dose

delivered provided absolutely no dose collection advantage for the regular

ionisation chamber.

Most of the film dosimetry techniques gave good results for the whole 

treatment measurements, with the exception being 19.6 cGy or 10.1% for the 

EDR2 film exposed in the horizontal parallel set-up (expected 175.0 cGy and 

measured 194.6 cGy). Since the Case 1 plan was the only plan in which it was

possible to carry out the full treatment in this set-up, this was not a 

significant problem.

The next highest discrepancy for the film results was 5.7 cGy or 3.2% for the 

EDR2 film exposed in the perpendicular set-up (expected 175.0 cGy and 

measured 180.7 cGy).
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The standard set-up for future film measurements will be parallel to the

beam, with any calibration exposures to be done perpendicular to the beam. 

This showed good results for both types of software used. Because of the 

infeasibility of phantom setup with multiple beams 2 degree offsets were not 

practised. The worst result was for the film analysed with ImageJ in the 12-

bit depth mode, with a measured dose of 176.5 cGy compared to an expected 

dose of 175.0 cGy giving a difference of 1.5 cGy, or 0.8%. 

Figure 6.1. The axial dose distribution for Case 1

measured on EDR2 film and digitised. 

The films were also used to qualitatively check the dose distribution in the 

cross-section of the whole fraction treatment, and each planar beam 

distribution. The developed films were checked by eye and with a ruler on a

light box to ensure the correct orientation of the dose distribution, and to 

compare the dimensions of the fields to the dimensions predicted by 

Pinnacle.
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Figure 6.2. The planar dose distribution for Case

1, Beam1 measured on XV film and digitised.

All of the qualitative films showed very good results. The axial film for the

whole treatment (see Figure 6.1) clearly showed the relative distribution was 

similar to the isodose map (not shown). Similarly the planar dose 

distributions (see Figure 6.2) showed a very good match to the Pinnacle-

predicted distributions. This is important because it shows that the treatment 

was planned and delivered with the correct orientation, position and scaling.
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Table 6.1. Case 1 individual beams measured with regular ionisation chamber for (a) 
normal MU delivery and (b) tripled MU delivery.

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 134 87.5 90.6 3.1 3.4
Beam2 124 87.5 84.1 -3.5 -4.1
Whole 258 175 174.6 -0.4 -0.3

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 402 262.5 268 5.5 2.1
Beam2 373 262.5 246.5 -16.0 -6.5
Whole 775 525 514.6 -10.4 -2.0

Regular Ionisation Chamber - Triple Dose

Regular Ionisation Chamber

159



Table 6.2. Case 1 individual beams measured with EDR2 film for (a) perpendicular set-up
and (b) parallel set-up.

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 134 87.5 90.5 3.0 3.3
Beam2 124 87.5 81.9 -5.6 -6.8
Whole 258 175 180.7 5.7 3.2

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 134 87.5 102.0 14.5 14.2
Beam2 124 87.5 90.0 2.5 2.8
Whole 258 175 209.6 34.6 16.5

EDR2 Film Osiris 12D - Perpendicular

EDR2 Film Osiris 12D - Vertical Parallel
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Table 6.3. Case 1 full treatment results for ionisation chambers and EDR2 film.

Dosimetry
Method Dose (cGy) Dose Relative to

Pinnacle cGy Diff %Diff

Pinnacle 175.0 1.000 0.0 0.0
IMRT Check

Reg Ion 174.6 0.998 -0.4 -0.2
X3 Reg Ion 514.6 0.980 -10.4 -2.0
Small Ion

X3 Small Ion
Osiris 8D 174.2 0.996 -0.8 -0.4
Osiris 12D 209.6 1.198 34.6 16.5
ImageJ 8D 174.2 0.995 -0.8 -0.5
ImageJ 12D 176.5 1.008 1.5 0.8

O 12D H Par 194.6 1.112 19.6 10.1
O 12D Perp 180.7 1.033 5.7 3.2
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6.3.4 Conclusion - Case 1

Good results were obtained for the Case 1 plan. It is acknowledged that this

was a simple case because it had few segments with few high dose gradient 

regions. The dose calculation point was positioned at the isocentre where 

there was a reasonably large region of uniform dose, which meant that errors 

in positioning the point of measurement should not have much of an effect

on the dose measurement. Only two beams were used, which reduced the

potential for multiple sources of error. Also, the two beams were directly

opposing each other, both passing through the flat part of the phantom, and 

the PA beam through the tennis racquet part of the couch (avoiding 

attenuating factors such as the metal sides of the couch).

All of the films proved very useful for qualitatively checking the cross-

sectional dose distribution of the whole fraction treatment, and the planar

beam dose distributions. Performing a comparative check between the films

and the predicted dose distributions was very quick, and provided adequate

reassurance of the correctness of the physical jaw and leaf parameters used in

the treatment.

As was expected from the film tests, using Osiris with 12-bit depth did not 

provide good quantitative results. Using Osiris with 8-bit depth and ImageJ 

gave good results, and little advantage can be seen with ImageJ scanned with 

12-bit over 8-bit depth. This implies that the 8-bit depth is adequate over the 

film contrast ranges tested, although it must be noted that most film analysis

tools currently available only provide 12-bit or 16-bit depth scans.
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6.4 Case 2 Dosimetry

6.4.1 Aim - Case 2

The ‘Case 2’ plan was designed to treat a basal cell carcinoma (BCC) of the 

forehead. In an effort to avoid delivering excessive dose to the eye and brain, 

and especially the lacrimal gland of the eye, an IMRT plan involving 10 

beams was developed.

An unusual aspect of this plan was that one beam was non-coplanar as the 

couch was set to 90-deg for Beam1, which might affect the accuracy of the 

detectors used because of their orientations relative to the beam being 

changed.

According to the ionisation chamber orientation tests carried out in ‘4.3.2 

Results - Regular Ionisation Chamber Calibration’, a change in the direction 

of the beam relative to the axis of the ionisation chamber from perpendicular

to parallel should not significantly affect the measured results. However 

according to the tests carried out on film in ‘5.3.3 Results - EDR2 Film Set-

Ups’, up to a 25% difference was found between films exposed in the 

perpendicular and parallel orientations. So the non-coplanar beam might 

adversely affect the accuracy of the film dosimetry results; however this 

beam was just one of 10 beams so the combined results would only be

affected approximately in proportion to this beam weight.

6.4.2 Method - Case 2

The Case 2 plan was tested for a whole treatment using the calibrated regular 

ionisation chamber, the small ionisation chamber, and the EDR2 film. The 

EDR2 film was digitised and analysed using both Osiris and ImageJ 

software. The regular ionisation chamber was also used to measure 

individual beams. All of the beams were also measured with the regular 

ionisation chamber with triple the number of MUs delivered for each beam,
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in order to see if the increased dose could improve the sensitivity. Two

individual beams – Beam4 and Beam10 – were checked using calibrated XV 

film.

To ensure that the plan had been delivered correctly to the treatment 

computer it was decided that at least one full IMRT check would be carried

out by adding an extra fraction to a phantom treatment file. The solid water 

phantom was treated in clinical mode as if it were the patient, replanned so

that the MUs were retained but the dose was recalculated to the isocentric 

position at the centre of the phantom.

The set-up of the film necessarily resulted in Beam1 passing through the 

plane of the film, while all of the other beams passed parallel to the plane of

the film. Shifting the phantom to realign the film between beams was not a 

feasible option because the film was also used to provide a qualitative visual 

check of the overall dose distribution, and this option would be unavailable 

if the film were moved during treatment. Besides, the phantom is heavy and 

awkward, so moving it during treatment whilst maintaining the precision of

the set-up would be too difficult.

6.4.3 Results - Case 2

The original Case 2 plan suffered a few initial problems. For several fields,

the dose to one or more beamlets was planned at less than 1 MU, which 

cannot be delivered by the Varian Clinac 2100C. To overcome this during the 

tests, the MUs for these beams were doubled; bringing the dose deliveries to

a level the linac was capable of. To rectify this problem for the actual patient 

plan, the very low MU segments were simply removed (an option available 

in the Pinnacle software); considering the planed MUs were less than 1 this

did not significantly alter the overall dose distribution.
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Due to the nature of IMRT plans the dose gradients at the isocentre can be 

steeper than in conventional plans, therefore an important test was to

compare the dose outputs measured using the regular chamber as well as the 

small chamber. Although the small chamber has better spatial resolution, the

smaller volume makes it less sensitive to the low doses per field that are

being delivered. To intensify the problem with IMRT the dose at the

isocentre may be measured in a low intensity region of the low dose 

weighted field.

Figure 6.3. The axial dose distribution for Case

2 measured on EDR2 film and digitised.

The results for the individual beam measurements of the Case 2 plan are 

given in Table 6.4 for the regular ionisation chamber and Table 6.5 for the XV 

film. The results for the whole treatment measured with each dosimeter are 

given in Table 6.6.

The maximum dose error measured for an individual beam using the regular 

ionisation chamber was –26.1% for Beam10. However this error was for a 

very small dose value, which means just a couple of cGy difference could 

result in a large and somewhat distorted percentage error. The dose 
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difference for Beam10 was –2.3 cGy (expected dose 11.1 cGy and measured

dose 8.8 cGy). It should be noted that because of the set-up of the phantom 

on the racquet frame Beam10 had to pass through the couch and part of the

metal bar on the side of the couch. Such attenuation would not occur with

the patient because they would be set up at the other end of the couch away 

from the metal bar. The next highest dose discrepancy was 1.4 cGy for Beam9 

(expected 21.7 cGy, measured 20.3 cGy), which is a –6.9% difference. The

small measured differences indicate that using the regular ionisation

chamber as a dosimeter for individual beams was adequate.

The sum of the individual beam measurements using the regular ionisation

chamber resulted in a measured dose of 134.5 cGy compared to an expected 

value of 134.5 cGy. This is a difference for the combined beams of zero. When 

the whole treatment was remeasured in a repeated delivery the dose was

measured at 134.8 cGy, which is a dose difference of 0.3 cGy, and a

percentage difference of 0.2%. Both of these results indicate the regular 

ionisation chamber was successfully reproducible when used to measure this 

IMRT treatment.

Because the ionisation chamber is relatively insensitive to small doses the

individual beam measurements were repeated with three times the dose 

delivered, to see if the results could be improved. The results were at best

only marginally improved, with Beam10 measured at 25.3 cGy when 33.3 

cGy was expected, which is a dose difference of –8.0 cGy or a percentage 

difference of –31.8%. The sum of the beams showed a dose difference of –14.7

cGy or a percentage difference of –3.8% (expected dose 403.5 cGy and 

measured dose 388.8 cGy), which was not as good as either of the original 

measurements. For this case scaling up the dose to enhance the charge

collection of the ionisation chamber did not improve the match to the

planning computer.
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The small ionisation chamber gave a good result for the whole treatment of 

134.5 cGy, which is a difference of zero. This would appear to demonstrate

that either chamber is suitable as a dosimeter for an IMRT treatment 

measurement.

Figure 6.4. The parallel dose distribution for Case

2, Beam4 measured on XV film and digitised.

The measurements of the whole treatment using EDR2 film showed 

acceptable results. When analysed with the Osiris software with 8-bit depth a 

dose of 137.6 cGy was measured, compared to an expected 134.5 cGy, which 

is a difference of 3.1 cGy or 2.3%. Osiris software with 12-bit depth gave a 

dose of 139.1 cGy, which is a difference of 4.6 cGy or 3.3%.

Using the ImageJ software to analyse the film resulted in dose measurements 

of 137.9 cGy for 8-bit depth and 136.9 cGy for 12-bit depth, which is a 

percentage difference of 2.5% and 1.7% respectively.
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An appreciable difference cannot be seen between using 8-bit or 12-bit depth 

to perform the scans. Using the 12-bit depth mode did take up a lot more disc

space, and took longer to scan.

There was also not a large difference found between using Osiris or ImageJ 

software to analyse the film. If this is the case for all of the IMRT checks, the 

advantage of ImageJ is that it is easier to use because of its additional 

analysis tools.

The two individual beams that were measured parallel to the beam axis with 

the XV film (Table 6.5) and analysed using ImageJ with 12-bit depth did not 

show satisfactory results. Beam4 gave a measured dose of 31.8 cGy compared 

to an expected 26.4 cGy, which is a difference of 5.4 cGy or 17.0%. Beam10 

gave a measured dose of 9.0 cGy compared to an expected 11.1 cGy, which is 

a difference of –2.1 cGy or –23.3%. Such poor results were to be expected 

because the individual beams contained some high dose gradients. It is 

possible that the tape and blocks used to hold the phantom together did not

provide adequate pressure to avoid air bubbles in the film wrap. This was an 

inadequacy in the phantom construction and the new ART IMRT phantom,

which has nylon screw thread clamping, may be better for these parallel film 

measurements. Figure 6.4 shows the parallel image of Beam4 in which a cool 

spot in the centre is apparent, and Figure 6.5 shows the planar images of 

Beam8 and Beam4 in which the dose gradients can be seen.

All of the films showed reasonable qualitative results. The axial film for the 

whole treatment (Figure 6.3) clearly showed that the orientation, relative

dose distribution, and dimensions of the treatment were correct. Similarly

the planar dose distributions (Figure 6.5) showed a good match to the

Pinnacle-predicted distribution.
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Figure 6.5. The planar dose distribution for Case 2 (a)

Beam8 and (b) Beam4 measured on XV film and digitised.
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Table 6.4. Case 2 individual beams measured with regular ionisation chamber for (a)
normal MU delivery and (b) tripled MU delivery.

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 35.4 7.8 8.8 1.0 11.4
Beam2 81.2 13.9 14.4 0.5 3.5
Beam3 52.9 14.5 14.9 0.4 2.7
Beam4 116.1 26.4 27.5 1.1 4.0
Beam5 38.8 6.4 6.6 0.2 3.0
Beam6 98.3 3.7 3.6 -0.1 -2.8
Beam7 109.7 7.7 7.6 -0.1 -1.3
Beam8 61.5 21.3 22 0.7 3.2
Beam9 68.4 21.7 20.3 -1.4 -6.9

Beam10 30.8 11.1 8.8 -2.3 -26.1
Whole 693.1 134.5 134.5 0.0 0.0

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 106.2 23.4 24.7 1.3 5.3
Beam2 243.6 41.7 40.3 -1.4 -3.5
Beam3 158.7 43.5 43.2 -0.3 -0.7
Beam4 348.3 79.2 79.6 0.4 0.5
Beam5 116.4 19.2 19.6 0.4 2.0
Beam6 294.9 11.1 9.2 -1.9 -20.7
Beam7 329.1 23.1 25.2 2.1 8.3
Beam8 184.5 63.9 62.3 -1.6 -2.6
Beam9 205.2 65.1 59.5 -5.6 -9.4

Beam10 92.4 33.3 25.3 -8.0 -31.6
Whole 2079.3 403.5 388.8 -14.7 -3.8

Regular Ionisation Chamber

Regular Ionisation Chamber - Triple Dose
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Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam4 116.1 26.4 31.8 5.4 17.0
Beam10 30.8 11.1 9 -2.1 -23.3

XV Film - Osiris 12D - Parallel

Table 6.5. Case 2 individual beams measured with parallel XV film.
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Table 6.6. Case 2 full treatment results for ionisation chambers and EDR2 film.

Method Dose (cGy) Relative Dose cGy Diff %Diff

Pinnacle 134.5 1.00 0.0 0.0
IMRT Check 134.8 1.00 0.3 0.2

Reg Ion 134.5 1.00 0.0 0.0
X3 Reg Ion 388.8 0.96 -14.7 -3.8
Small Ion 134.5 1.00 0.0 0.0

X3 Small Ion
Osiris 8D 137.6 1.02 3.1 2.3
Osiris 12D 139.1 1.03 4.6 3.3
ImageJ 8D 137.9 1.03 3.4 2.5
ImageJ 12D 136.9 1.02 2.4 1.7

Case 2 Whole Dose

172



6.4.4 Conclusion - Case 2

The measurements of the individual beams using the regular ionisation

chamber show no advantage in increasing the MUs delivered in order to 

overcome the insensitivity of the chamber. This would not be a desirable 

technique anyway as it is not the actual treatment delivered to the patient.

Besides, the regular ionisation chamber gave good results in the normal 

treatment mode, as did the small ionisation chamber, and both would be

suitable for checking an IMRT treatment fraction. The regular chamber 

performed adequately while checking individual IMRT beams as well.

The second time a check was carried out as a clinical treatment, the delivery

went very smoothly. After calibration data was acquired and the phantom

set up, the patient ‘treatment’ itself took about 20 minutes.

The calibrated film results for the whole treatment were satisfactory enough 

to be used dosimetrically, although they were not ideal. The individual 

parallel film beam results were not good enough to use. Little difference 

could be seen between the results analysed using ImageJ software with 8-bit 

and 12-bit depth.

The qualitative film results provided very useful checks for both the axial

and the planar distributions, and they definitely played a valuable role in the

IMRT plan check, in particular as registration and alignment check tools.
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6.5 Case 3 Dosimetry

6.5.1 Aim - Case 3

The Case 3 plan was the second IMRT plan to be tested. As with Case 2, Case

3 had a basal cell carcinoma (BCC) on the side of the face and neck, so it was 

important to try to irradiate the tumour while avoiding as much of the eye

and brain as possible. A treatment was planned with ten coplanar beams.

6.5.2 Method - Case 3

The dose rate problems (UDRS) that occurred with the Case 2 plan were 

avoided this time by ensuring sufficient MUs were delivered per segment. 

Checking the Case 3 plan involved calibrating the regular ionisation 

chamber, and using it to measure the dose delivered during a complete 

treatment fraction. The reading for each beam was noted, as well as the total.

The regular ionisation chamber measurements were also carried out with the

MUs tripled to see if this could improve the collection efficiency of the 

chamber. All of the measurements were repeated with the small ionisation 

chamber.

EDR2 film was exposed to a full treatment at the isocentre and calibration 

films were exposed. The film was analysed using both Osiris and ImageJ

software. XV films were calibrated and exposed parallel to the axis of the 

beam for Beam3 and Beam10.

In order to check the orientation and dimensions of each dose distribution 

planar films were exposed at a depth of 7.5 cm in solid water, at 100 cm SSD. 

The Pinnacle planar map tool was used to recalculate the dose distribution at 

this depth and gantry angle.
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6.5.3 Results - Case 3

The dose measured using the regular ionisation chamber for the whole

treatment was 124.1 cGy, compared to an expected value of 121.1 cGy, which 

is a percentage difference of 2.4% and a dose difference of 3.0 cGy. This is a 

satisfactory result. However, when the measurements were repeated the 

overall dose was calculated to be 127.6 cGy, which is a difference of 5.1% or 

6.5 cGy, which showed that a significant amount of variation could occur 

between measurements. The criticality of phantom set-up and alignment was

highlighted as the likely cause of the difference. 

Although large percentage differences were observed between the individual 

beam measurements, this was due to the small doses involved. For example 

Beam2 showed a percentage difference of 38.8%, which equated to a dose 

difference of 0.2 cGy (measured dose 0.5 cGy and expected dose 0.3 cGy). 

The largest dose difference in cGy was for Beam6 (measured dose 58.4 cGy 

and expected dose 56.5 cGy), which was a difference of 1.9 cGy or 3.2%. This

was a satisfactory result.

Each beam output was also measured at the isocentre using the small

ionisation chamber. The measured dose for the whole treatment was 126.9 

cGy compared to an expected 121.1 cGy, which is a percentage difference of

4.6% and a dose difference of 5.8 cGy. This result was comparable to that 

obtained during the second ionisation chamber check.

Individually the highest dose difference found using the small ionisation

chamber was 2.4 cGy for Beam1 (expected dose 17.6 cGy and measured dose 

20 cGy, which is a difference of 11.9%). The highest percentage difference

was –60.9% for Beam2 (expected dose 0.3 cGy and measured dose 0.8 cGy, 

which is a dose difference of 5.0 cGy). These results were comparable (and 

slightly worse) to those for the regular ionisation chamber.
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In an attempt to compensate for the relative insensitivity of the small 

ionisation chamber doses of three times the magnitude were delivered by

tripling the MUs (Varis automatically accounts for the change in MUs by 

adjusting the delivery time for each segment accordingly). The overall dose

was measured to be 378.8 cGy (expected dose 363.3 cGy), which is a dose

difference of 15.5 cGy or a percentage difference of 4.1%. The largest

difference for an individual beam was 5.6 cGy for Beam6 (expected dose 

169.5 and measured dose 175.1, which is a percentage difference of 3.2%). 

The results are slightly improved over the original small ionisation chamber 

measurements.

For purposes of proper comparison the regular ionisation chamber was also 

used to measure triple doses. The overall dose was measured to be 368.6 cGy 

(expected dose 363.3 cGy), which is a dose difference of 5.3 cGy or a

percentage difference of 1.4%. The largest difference for an individual beam 

was 3.5 cGy for Beam1 (expected dose 52.8 cGy and measured dose 56.3 

cGy), which is a percentage difference of 6.3%. These results are clearly better 

than those for the small ionisation chamber.

The qualitative planar films were compared to the dose distributions 

calculated by Pinnacle to check that the beam was delivered in the right 

orientation and with the correct dimensions. The first batch of films was 

accidentally exposed at the wrong depth in the solid water phantom, which

affected the dimensions of the dose distribution. This demonstrated the

importance of being careful with both the set-up of the film, and the printing

of the Pinnacle calculated planar dose map distributions, although a 

correction factor could be applied to account for the error. A second batch of

films was exposed and this time the dose distribution dimensions matched
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the expected Pinnacle planar dose map dimensions well when compared

using a ruler.

Figure 6.6. The axial dose distribution for Case 3 (a) predicted by Pinnacle,

showing the beam angle distribution and (b) measured on EDR2 film and digitised.

Using the Osiris software the planar film measured a dose of 132.4 cGy

compared to an expected of 121.1 cGy (difference 8.5% or 11.3 cGy) for the 8-

bit depth and 133.2 cGy (difference 12.1% or 12.1 cGy) for the 12-bit depth. 

Using the ImageJ software the planar film measured a dose of 132.4 
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(difference 8.6% or 11.3 cGy) for the 8-bit depth and 131.6 cGy (difference 

8.0% or 10.5 cGy) for the 12-bit depth.

The quantitative film measurements were not satisfactory, and this can be 

largely attributed to the steep dose gradients present around the isocentre, 

where the measurement was taken. The film can be difficult to accurately set 

up, and therefore the ImageJ, with its easier-to-use features, could be used to 

more exactly measure the point. There is not a large difference between any 

of the scans, which indicates the bigger problem was with pinpointing the

centre of the dose distribution, and with the overall film analysis process, 

than with the type of software used.

Figure 6.7. The planar dose distribution for Case 3, Beam7 measured on 

XV film and digitised.

Figure 6.7 shows a digitised planar distribution film for Beam7. The digitised 

image gives a very clear picture of the complex dose distribution for Beam7, 

with the regions receiving higher doses appearing as lighter regions on the

image. This provides a very good visual comparison with the Pinnacle-

predicted dose distribution. The image also shows a dark horizontal line of 

lower dose running across the middle of the field. This is a matchline (see 

‘1.2.1 Matchlines’), which was not predicted by Pinnacle. The image can be 
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analysed to determine whether the matchline still provides a dose relatively 

close to the surrounding areas, or whether it is too large to be acceptable, in

which case the beam must be replanned or the leaves offset to eliminate the 

fault. Tangboonduangjit et al.110 carried out analysis on matchlines and found 

the dose difference when combined with the beam weight contribution to be

acceptable for this case.
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Table 6.7. Case 3 individual beams measured with regular ionisation chamber for (a) 
normal MU delivery and (b) tripled MU delivery.

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 48 17.6 18.9 1.3 6.9
Beam2 9 0.3 0.4 0.1 25.0
Beam3 54 15.7 15.9 0.2 1.3
Beam4 81 1.8 1.4 -0.4 -28.6
Beam5 30 5.1 5 -0.1 -2.0
Beam6 115 56.5 56.7 0.2 0.4
Beam7 58 8.1 8.3 0.2 2.4
Beam8 30 10 11 1.0 9.1
Beam9 6 2.8 3.1 0.3 9.7

Beam10 20 3.2 3.4 0.2 5.9
Whole 450 121.1 124.1 3.0 2.4

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 144 52.8 56.3 3.5 6.2
Beam2 27 0.9 1.3 0.4 30.8
Beam3 162 47.1 47.0 -0.1 -0.2
Beam4 243 5.4 4.2 -1.2 -28.6
Beam5 90 15.3 14.6 -0.7 -4.8
Beam6 345 169.5 170.2 0.7 0.4
Beam7 174 24.3 24.5 0.2 0.8
Beam8 90 30 32.3 2.3 7.1
Beam9 18 8.4 9 0.6 6.7

Beam10 60 9.6 9.3 -0.3 -3.2
Whole 1350 363.3 368.6 5.3 1.4

Regular Ionisation Chamber - Triple Dose

Regular Ionisation Chamber
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Table 6.8. Case 3 individual beams measured with small ionisation chamber for (a) n
MU deliver

ormal
y and (b) tripled MU delivery.

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 48 17.6 20.0 2.4 12.0
Beam2 9 0.3 0.8 0.5 62.5
Beam3 54 15.7 16.8 1.1 6.5
Beam4 81 1.8 1.8 0.0 0.0
Beam5 30 5.1 5.7 0.6 10.5
Beam6 115 56.5 58.4 1.9 3.3
Beam7 58 8.1 9.1 1.0 11.0
Beam8 30 10 11.5 1.5 13.0
Beam9 6 2.8 3.8 1.0 26.3

Beam10 20 3.2 3.8 0.6 15.8
Whole 450 121.1 127.8 6.7 5.2

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 144 52.8 58.0 5.2 9.0
Beam2 27 0.9 1.5 0.6 40.0
Beam3 162 47.1 48.9 1.8 3.7
Beam4 243 5.4 4.8 -0.6 -12.5
Beam5 90 15.3 15.8 0.5 3.2
Beam6 345 169.5 175.1 5.6 3.2
Beam7 174 24.3 25.6 1.3 5.1
Beam8 90 30 32.9 2.9 8.8
Beam9 18 8.4 9.5 1.1 11.6

Beam10 60 9.6 9.9 0.3 3.0
Whole 1350 363.3 378.8 15.5 4.1

Small Ionisation Chamber

Small Ionisation Chamber - Triple Dose
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Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam3 54 15.7 17.3 1.6 9.2
Beam10 20 3.2 4 0.8 20.0

XV Film - Osiris 12D

Table 6.9. Case 3 individual beams measured with parallel XV film.
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Method Dose (cGy) Relative Dose cGy Diff %Diff

Pinnacle 121.1 1.00 0.0 0.0
IMRT Check 127.6 1.05 6.5 5.1

Reg Ion 124.1 1.02 3.0 2.4
X3 Reg Ion 368.6 1.01 5.3 1.4
Small Ion 127.8 1.06 6.7 5.2

X3 Small Ion 378.8 1.04 15.5 4.1
Osiris 8D 132.4 1.09 11.3 8.5
Osiris 12D 133.2 1.10 12.1 9.1
ImageJ 8D 132.4 1.09 11.3 8.5
ImageJ 12D 131.6 1.09 10.5 8.0

Whole Dose Measurements

Table 6.10. Case 3 full treatment results for ionisation chambers and EDR2 film.

183



6.5.4 Conclusion - Case 3

Including the time it took to calibrate the ionisation chamber, to set up the 

‘treatment’ phantom, and to perform and measure one complete fraction as a 

Varis treatment, evaluating the Case 3 plan took a little longer than half an 

hour.

Exposing planar and parallel films took longer – approximately one to one-

and-a-half hours, including development and visual comparison. However, 

the ionisation chamber measurement is the most important and immediate

quantitative test, and the ability to do it in half an hour meant that if 

necessary that part of the plan check could be fitted into a treatment time slot 

during the day.

Exposing the planar films proved to be a convenient and effective method of 

qualitatively checking the dose distribution

The small ionisation chamber gave a comparable result to the regular 

ionisation chamber, however it was no better, and the small ionisation

chamber would not be convenient for measuring some small magnitude 

individual beam doses because it’s collection sensitivity would be 

inadequate. Even when the dose delivered was increased the small chamber 

showed no significant improvement. Therefore the regular ionisation 

chamber would be the preferred dosimeter for this check.

The quantitative film results were not good, and as with the previous cases 

digitising the film with 8-bit resolution proved no worse than with 12-bit, 

indicating that the limited dose contrast resolution that 8-bit resolution 

provides (see ‘5.1.4 Aim - Film Scanner Tests’) did not seem to be a 

disadvantage with these films. The good ionisation chamber results indicated 

that the poor film results were due to the use of film itself, rather than the 
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high dose gradients at the isocentre that can be seen on the dose distribution 

for Case 3.

All of the measurements made of the whole treatment fraction resulted in 

measured doses higher than expected. One possible explanation is that the

Pinnacle model for the asymmetric fields may possible contribute to the dose

at the isocentre being different to that calculated. This effect would perhaps 

not be predicted by the Pinnacle model. However, the result of a 2.4% match, 

which is just above the nominal 2.0% aimed for, may equally be within the

set-up/dosimetry tolerance. More cases will be needed to achieve a final 

standard deviation estimate of the differences expected between Pinnacle 

and the dosimetry check.
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6.6 Case 4 Dosimetry

6.6.1 Aim - Case 4

The Case 4 plan was a larynx treatment consisting of 15 beams at 9 gantry 

angles. It was of particular interest for two reasons, as follows.

First, the plan was designed to minimise dose to the spinal cord, leaving a 

dose void in the dose distribution. Although a relatively large region of dose 

around the point of the measurement at the isocentre was quite regular for 

an IMRT plan, the dose void was only about 2 cm from isocentre, so the very

steep dose gradient might affect measurements.

Secondly, the length of a field in the leaf drive axis is more limited with a

Varian MLC than without because the leaves can only drive 14.5 cm out from 

each carriage. Fortunately the Varian MLC carriages can move to any 

location provided they are shielded by a jaw during beam on, hence a way 

around this is to create overlapping fields. Six fields had to be split into two

for this case. In a normal treatment the field would be split along the central

axis of the beam in order to reduce the effect of beam spread. The under- or 

overlap of the two ‘subfields’ depends on the positional accuracy of the jaws 

and generally a small cold or hot spot is unavoidable. With the IMRT

treatment the fields could be overlapped and modulation within the overlap

was used to decrease the total dose. The implication for each of these fields is

that the magnitude of dose and hence the charge per MU is about half for 

each overlapping region than it would be for the usual incident IMRT field79.
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6.6.2 Method - Case 4

As the plan checking technique became more established less dosimetry was 

carried out. The use of the small ionisation chamber was not continued, as it 

had not shown any advantage over the regular ionisation chamber.

The calibrated regular ionisation chamber was used in the cubic solid water 

phantom to measure the dose at the isocentre of each beam and of the overall 

treatment.

EDR2 film was positioned at the isocentre and parallel to the axis of the 

beam. It was exposed to a whole treatment fraction. Calibration films were

exposed perpendicular to the axis of the beam at dmax (1.5 cm) in solid water. 

The calibrated film was analysed using both Osiris and ImageJ software.

XV films were calibrated and exposed in the parallel orientation for two

beam angles, both of which comprised two overlapped beams each: Beam1 

with Beam2 and Beam6 with Beam7. These films were analysed with ImageJ 

software with 12-bit depth.

Planar XV films were exposed at 7.5 cm in water at 100 cm SAD for each 

beam. These were not dose calibrated, but they were compared for 

registration and alignment with the planar dose maps.
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6.6.3 Results - Case 4

The regular ionisation chamber results for Case 4 were good. The highest 

dose difference recorded for the individual beams was 0.8 cGy for Beam9 

(expected 7.7 cGy, measured 8.5 cGy, 9.4% difference) and –0.8 cGy for 

Beam15 (expected 10.3 cGy, measured 9.5 cGy, -8.4% difference). The highest

percentage difference was 9.5% for Beam9, which is acceptable considering 

the small dose values involved.

Overall the regular ionisation chamber measured a dose of 136.4 cGy, 

compared to an expected 135.2 cGy. This is a very small difference of 1.2 cGy 

or 0.9%, which is within the 2% nominal difference aimed for.

The region of reduced dose around the spine appears not to have adversely 

affected the dosimetry at the isocentre.

The individual overlapped beams measured using the XV film gave 

adequate dose results, according to Table 6.12. Beam1 and Beam2 gave a 

combined dose of 17.7 cGy compared to an expected dose of 18.1 cGy, which

is a difference of -0.4 cGy of -2.3%. Beam6 and Beam7 gave a combined dose 

of 14.6 cGy compared to an expected dose of 12.6 cGy, which is a difference 

of 2.0 cGy or 13.7%. The digitised image for the Beam6 and Beam7 film is 

shown in Figure 6.9. It shows a clear dose gap where the beam was designed 

to avoid the spinal cord, indicating a steep dose gradient.
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Figure 6.8. The axial dose distribution for Case 4 (a)

predicted by Pinnacle (b) measured on EDR2 film

and digitised and (c) coloured.
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The parallel axial dose distribution film was calibrated and analysed using 

both Osiris and ImageJ software, and similar results were obtained for each. 

The Osiris software measured a dose of 127.0 cGy compared to an expected 

dose of 135.2 cGy, which is a difference of –8.2 cGy or -6.5%. The ImageJ

software gave a result of 126.6 cGy, which is a difference of –8.6 cGy or -6.8%. 

Both of these results are similar to film measurements of other plans, and 

they are poor in comparison with the ionisation chamber measurements. 

Once again a phantom with a better clamping system such as the ART IMRT 

phantom will be recommended to be tested in future cases.

Figure 6.9. The parallel dose distribution for Case 4, 

Beam6 and Beam7 measured on XV film and digitised.

The qualitative dose distribution film came out very well. It was digitised

and this time a colour wash was placed on the image to make it easier to 

interpret and compare. The results are shown in Figure 6.8 along with the

original Pinnacle-planned dose distribution, and it can be seen that the 

colour wash of the film is much easier to compare to the Pinnacle image than 

the greyscale image is.
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Table 6.11. Case 4 individual beams measured with regular ionisation chamber for normal 
MU delivery.

B eam M U P red icted
D o se  (cG y )

M easu red
D o se  (cG y )

D o se
D ifferen ce

(cG y )

P ercen t
D ifferen ce  (% )

B eam 1 56 9 .1 9 .3 0 .2 2 .2
B eam 2 69 9 9.1 0 .1 1 .1
B eam 3 79 10 .6 10 .8 0 .2 1 .9
B eam 4 55 9 .8 9 .8 0 .0 0 .0
B eam 5 90 9 .8 10 0.2 2 .0
B eam 6 76 6 6.4 0 .4 6 .3
B eam 7 54 6 .6 7 .2 0 .6 8 .3
B eam 8 103 6 .7 6 .8 0 .1 1 .5
B eam 9 48 7 .7 8 .5 0 .8 9 .4

B eam 10 87 8 .4 8 .5 0 .1 1 .2
B eam 11 78 10 9.9 -0 .1 -1 .0
B eam 12 57 10 10 0.0 0 .0
B eam 13 75 11 .1 11 .1 0 .0 0 .0
B eam 14 55 10 .1 9 .7 -0 .4 -4 .1
B eam 15 77 10 .3 9 .5 -0 .8 -8 .4
W h o le 1059 135.2 136 .4 1 .2 0 .9

R eg u lar Io n isatio n C h am b er
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Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference

(%)

XV Film - Osiris 12D

125 18.1 17.7 -0.4 -2.3Beam1 & 
Beam 2

2.0 13.7Beam6 & 
Beam7 130 12.6 14.6

Table 6.12. Case 4 overlapped beams measured with parallel XV film.
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Method Dose (cGy) Relative Dose cGy Diff %Diff

Pinnacle 135.2 1.00 0.0 0.0
IMRT Check 136.4 1.01 1.2 0.9

Reg Ion 136.4 1.01 1.2 0.9
X3 Reg Ion 363.0 0.89 -42.6 -11.7
Small Ion

X3 Small Ion
Osiris 8D 127.0 0.94 -8.2 -6.5
Osiris 12D 127.6 0.94 -7.6 -6.0
ImageJ 8D 126.6 0.94 -8.6 -6.8
ImageJ 12D 127.4 0.94 -7.8 -6.1

Whole Dose Measurements

Table 6.13. Case 4 full treatment results for ionisation chambers and EDR2 film.
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6.6.4 Conclusion - Case 4

The results for this case confirm the success of using the ionisation chamber

as the main dosimeter for checking IMRT plans. For this case the film gave a

reasonably satisfactory result for assessing dose at the isocentre.  The results

for the parallel film dosimetry of the overlapping beams were good, and this 

may prove a useful method of measuring individual beams with film, as well 

as for checking the dose distribution in the axial plane. A potential

disadvantage is the amount of time required in making such measurements.

The uncalibrated films have proved a valuable method of qualitative plan 

checking for registration and alignment. Digitising and colouring the film 

enabled much easier visual comparison of dose distributions.
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6.7 Case 4 Boost Dosimetry

6.7.1 Aim - Case 4 Boost

The Case 4 Boost plan was a boost treatment for the head and neck Case 4 

plan to deliver an extra dose to the main part of the tumour. The treatment 

was planned with 12 coplanar beams.

Being a boost to a smaller region than the original treatment, less low dose

modulation to shield structures within the beam were required, so the dose

distribution for this treatment was much more regular than for the other 

IMRT treatments. This should make the dosimetry measurements of the plan 

more accurate because large dose gradients and hot or cold dose spots were 

avoided at the isocentre.

6.7.2 Method - Case 4 Boost

By the time the Case 4 Boost plan was checked the dosimetry system was

better established than for the first three cases. All of the individual beams 

and the whole treatment plan were checked with the regular ionisation

chamber. The measurements were repeated with triple the dose delivered.

No quantitative film measurements were carried out on individual beams. 

However the whole treatment dose was measured with calibrated EDR2 film 

and scanned and analysed with Osiris and ImageJ software with both 8-bit 

and 120-bit depth.

The same axial dose distribution films were analysed qualitatively using 

visual comparison and a ruler, and one of the digitised images was coloured 

to provide an easier dose distribution comparison.
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6.7.3 Results - Case 4 Boost

The results for the individual beam measurements of the Case 4 Boost plan 

are given in Table 6.14 for the regular ionisation chamber. The results for the

whole treatment measured with each dosimeter are given in Table 6.15.

The checks on the individual beams using the regular ionisation chamber

produced good results. The highest dose difference is -2.5 cGy for Beam12, 

which measured 8.1 cGy compared to an expected 10.6 cGy. The percentage 

difference is -30.9%, but the reason this percentage value is so high is because 

small dose values are being compared. Beam1 and Beam7 approach this 

difference with -26.7% and 26.5% respectively, but these equate to just -2.3 

cGy and 2.2 cGy dose differences. The sum of the individual beam 

measurements is 130.3 cGy compared to a Pinnacle-predicted value of 129.5 

cGy, which is a dose difference of 0.8 cGy or a percentage difference of 0.6%, 

which is a good dosimetry result.

The regular ionisation chamber checks on the individual beams with the

doses tripled are comparable to the measurements done with the normal

doses. The dose measured for Beam12 is 24.2 cGy compared to an expected 

31.8 cGy, which is a dose difference of -7.6 cGy or a percentage difference of -

31.4%. The total treatment measurement is 385.6 cGy, compared to an 

expected dose of 388.5 cGy, which is a dose difference of -2.9 cGy or a 

percentage difference of -0.8%.

The measurements of the treatment with the doses tripled were much better 

than for previous patients, indicating that it was the uniformity of the dose

distribution at the centre of the treatment rather than the dosimetry 

technique that was improved.
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Figure 6.10. The axial dose distribution for Case 4 Boost

measured on EDR2 film (a) digitised and (b) coloured.

The streaks in the coloured image are actually due to a 

problem in the development process.

Table 6.15 shows results for the film dosimetry techniques. All four of the

analysis methods gave similar results, the worst being ImageJ with 12-bit

depth, which gives a measured dose of 136.9 cGy compared to an expected 

dose of 129.5 cGy, which is a difference of 5.4 cGy and 7.4%. The best film 

result is for Osiris with 12-bit depth with a measured dose of 136.5 cGy, 

which is a dose difference of 7.0 cGy or a percentage difference of 5.1%. 
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These results are very good in comparison to film measurements for 

previous patient plans, and again this is probably due to the more regular 

dose distribution at the isocentre than an improvement in dosimetry 

techniques.

The axial dose distribution measured at the isocentre using the EDR2 film

was digitised and coloured to make comparison of the dose distribution 

easier. The digitised film is shown in original form and with a colour wash in 

Figure 6.10. This made it much easier to check the dose was delivered 

correctly. The coloured image shows streaks that were obvious on the film

but not obvious on the greyscale image; these are actually due to the poor 

quality of the development process for this film. This is a good

demonstration of how adding colour to the image can increase the amount of

detail that can be distinguished.
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Table 6.14. Case 4 Boost individual beams measured with regular ionisation chamber for
(a) normal MU delivery and (b) tripled MU delivery.

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 63 10.9 8.6 -2.3 -26.7
Beam2 55 12.3 13.2 0.9 6.8
Beam3 56 12.6 13.5 0.9 6.7
Beam4 68 11 11.9 0.9 7.6
Beam5 74 12.2 12 -0.2 -1.7
Beam6 93 6.1 8.3 2.2 26.5
Beam7 91 5.6 6.1 0.5 8.2
Beam8 74 11.5 11.4 -0.1 -0.9
Beam9 58 12 12.4 0.4 3.2

Beam10 59 12.9 13.3 0.4 3.0
Beam11 55 11.8 11.6 -0.2 -1.7
Beam12 61 10.6 8.1 -2.5 -30.9
Whole 807 129.5 130.3 0.8 0.6

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 189 32.7 25.8 -6.9 -26.7
Beam2 165 36.9 39.0 2.1 5.4
Beam3 168 37.8 40.1 2.3 5.7
Beam4 204 33 34.7 1.7 4.9
Beam5 222 36.6 35.6 -1.0 -2.8
Beam6 279 18.3 24.5 6.2 25.3
Beam7 273 16.8 17.9 1.1 6.1
Beam8 222 34.5 33.5 -1.0 -3.0
Beam9 174 36 36.6 0.6 1.6

Beam10 177 38.7 38.8 0.1 0.3
Beam11 165 35.4 34.9 -0.5 -1.4
Beam12 183 31.8 24.2 -7.6 -31.4
Whole 2421 388.5 385.6 -2.9 -0.8

Regular Ionisation Chamber

Regular Ionisation Chamber - Triple Dose
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Table 6.15. Case 4 Boost full treatment results for ionisation chambers and EDR2 film. 

Method Dose (cGy) Relative Dose cGy Diff %Diff

Pinnacle 129.5 1.00 0.0 0.0
IMRT Check 130.3 1.01 0.8 0.6

Reg Ion 130.3 1.01 0.8 0.6
X3 Reg Ion 385.6 0.99 -2.9 -0.8
Small Ion

X3 Small Ion
Osiris 8D 136.8 1.06 7.3 5.3
Osiris 12D 136.5 1.05 7.0 5.1
ImageJ 8D 136.8 1.06 7.3 5.3
ImageJ 12D 136.9 1.06 7.4 5.4

Whole Dose Measurements
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6.7.4 Conclusion - Case 4 Boost

All of the dosimetry techniques gave very good results for the Case 4 Boost 

plan. This is largely due to the more regular dose distribution of the boost

plan around the isocentre helping to eliminate set-up errors, which are 

critical when high dose gradients occur.

Again the regular ionisation chamber has proved to be the most effective 

dosimeter for checking IMRT plans. The EDR2 film is most effective for

qualitatively checking dose distributions. Now it has also been found that 

digitising and colouring the film provides an even more comprehensive

comparative check. The films themselves provide a valuable check straight 

after development, which can help to pick up obvious errors immediately. 

However, when given the time to digitise and colour the film, this would be 

more effective for finding subtle errors in the dose distribution, and 

fortunately this process does not take long for one film. 
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6.8 Case 5 Dosimetry

6.8.1 Aim - Case 5

The Case 5 plan was a scalp treatment consisting of 9 coplanar beams. The

treatment was designed to conform to the curved shape of the skull in an

attempt to avoid the brain. As a result the planned dose distribution was 

relatively small in area (see Figure 6.11), but large enough to position a 

regular ionisation chamber at the centre.

6.8.2 Method - Case 5

All of the individual beams and the whole treatment plan were checked with 

the regular ionisation chamber, which was calibrated at dmax in a solid water 

phantom at 100 cm SSD.

The whole treatment dose was also measured with calibrated EDR2 film and

analysed using Osiris and ImageJ software. The axial films were also used to 

qualitatively evaluate the dimensions of the axial dose distribution. One film 

was digitised and coloured to provide a more accurate visual comparison.

6.8.3 Results - Case 5

The results for the individual beam measurements of the Case 5 plan with 

the regular ionisation chamber are given in Table 6.16. The results for the 

whole treatment measured with each dosimeter are given in Table 6.17.

The individual beam checks using the regular ionisation chamber gave good 

results. The highest dose difference found was 3.6 cGy for Beam3, with a 

measured dose of 11.3 cGy compared to a predicted dose of 7.7 cGy, which 

equates to 31.9%. All of the other results gave much lower differences, with 

the next highest dose difference being for Beam8 with a measured dose of 
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19.5 cGy compared to an expected 21.2 cGy, which is a difference of -1.7 cGy

or -8.7%.

The whole treatment dose check with the regular ionisation chamber gave 

good results with a measured dose of 130.9 cGy compared to a predicted

dose of 130.8 cGy, which is a dose difference of 0.1 cGy or 0.1%.

Figure 6.11. EDR2 film axial dose distributions

for Case 5 (a) digitised and (b) coloured.

The calibrated EDR2 film did not produce very satisfactory results for the

whole treatment dose measurements. The best result was using the Osiris

software with 8-bit depth, which gave a measured dose of 138.4 cGy 

compared to an expected dose of 130.8 cGy, which is a dose difference of 7.6 

cGy or 5.5%. The other three film results were slightly worse, with the ImageJ 
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software with 12-bit depth giving a measured dose of 138.9 cGy, which is a 

difference of 8.1 cGy or 5.8%.

Figure 6.11 shows the digitised images of the measured axial dose 

distribution, in both grayscale and with a colourwash. The coloured image 

made a comparison with the Pinnacle-predicted distribution much easier

than the uncoloured image did, and indicated a good agreement between the 

predicted and the delivered dose. 

The planar film exposed for Beam 7 is shown in Figure 6.12. Again, the

planar film maps provided a good visual verification check using a ruler that 

the dose delivery was the correct position, orientation and dimensions. 

Commercial software was not available at the ICCC to do further film 

analysis such as dose difference maps.

Figure 6.12. Beam 7 for Case 5 planar dose distribution (courtesy

Puangpen Tangboonduangjit).
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Table 6.16. Case 5 individual beams measured with regular ionisation chamber.

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 70 17.7 18.2 0.5 2.7
Beam2 54 23.1 22.3 -0.8 -3.6
Beam3 64 7.7 11.3 3.6 31.9
Beam4 70 6.7 6.5 -0.2 -3.1
Beam5 71 3.7 3.7 0.0 0.0
Beam6 68 9.1 9.2 0.1 1.1
Beam7 62 20.5 20.3 -0.2 -1.0
Beam8 61 21.2 19.5 -1.7 -8.7
Beam9 56 21.1 19.9 -1.2 -6.0
Whole 576 130.8 130.9 0.1 0.1

Regular Ionisation Chamber
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Table 6.17. Case 5 full treatment results for ionisation chambers and EDR2 film.

Method Dose (cGy) Relative Dose cGy Diff %Diff

Pinnacle 130.8 1.00 0.0 0.0
Reg Ion 130.9 1.00 0.1 0.1

Reg Ion 2
X3 Reg Ion
Small Ion

X3 Small Ion
Osiris 8-bit 138.4 1.06 7.6 5.5
Osiris 12-bit 142.0 1.09 11.2 7.9
ImageJ 8-bit 139.7 1.07 8.9 6.4
ImageJ 12bit 138.9 1.06 8.1 5.8

Whole Dose Measurements
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6.8.4 Conclusion - Case 5

The regular ionisation chamber gave a very good result for Case 5, 

reaffirming its usefulness as a dosimetry tool. The overall dose distribution 

did not prove to be too small to provide adequate coverage for the regular 

chamber.

Using the EDR2 film as a dosimeter was not so successful. The qualitative 

dose distribution films, however, were very useful, and all future films 

should be coloured to provide simple, fast validation of dose deliveries.
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6.9 Case 6 Dosimetry

6.9.1 Aim - Case 6

The Case 6 plan was designed with eleven beams. This time the treatment 

was also replanned for beam down deliveries, with the MUs retained and the

doses recalculated.

Because beam down tests are used at other institutions this was tested as an 

option to see if better alignment and not traversing the steep angles of the 

cube phantom or the table bars would produce a better dose match between 

the ionisation chamber and the Pinnacle plan.

6.9.2 Method - Case 6

It was now a well-established IMRT dosimetry method within the clinic to

use the regular ionisation chamber to check each of the individual beams and

the whole treatment in the cubic solid water phantom. For Case 6 this was 

performed in the manner anticipated for future treatments. The regular 

ionisation chamber was calibrated at 1.5 cm depth and 100 cm SSD, and then 

set to isocentre in the cubic phantom. An entire treatment was delivered as a

patient fraction on Varis, with no entry to the room between beams. The 

cumulative dose for the whole treatment was measured on the electrometer,

and the charge readings were noted for each beam. The calibration values

were used to calculate the dose delivered for each beam and for the entire

treatment and this was compared to the Pinnacle-predicted values.

The planar beams were calculated at 15 cm depth in the phantom with an 

SSD of 85 cm, which placed the measurements at the isocentre. The MUs

remained the same, so the predicted doses changed. The calibrated chamber

was positioned in the same set-up as for the normal treatment. Each beam 

was delivered with the gantry at zero and the calibration value used to
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calculate the dose delivered from the charge readings. To obtain a result for 

the whole treatment the values for each beam were summed.

Calibrated EDR2 film was also exposed in the parallel set-up to obtain an

axial dose distribution, and the results were analysed using Osiris and

ImageJ software. EDR2 films were exposed to the planar doses, but not 

calibrated, to qualitatively check the dose distributions of each beam.

6.9.3 Results - Case 6

The results for the individual beam measurements of the Case 6 plan are 

given in Table 6.18 for the regular ionisation chamber measured with the

original gantry angles and in the planar beam down dose configuration. The 

results for the whole treatment measured with each dosimeter are given in 

Table 6.19.

The individual beam measurements show two beams with unusually high 

dose differences. Beam1 measured 6.3 cGy compared to an expected 10.8 

cGy, which is a dose difference of -4.5 cGy or a percentage difference of -

71.4%. Beam11 measured 6.1 cGy compared to an expected dose of 11.2 cGy, 

which is a dose difference of -5.1 cGy or a percentage difference of -83.6%. 

Beam1 and Beam11 were delivered at gantry angles of 130  and 230

respectively, which meant they had to pass through the corner of the

phantom and the bar on the side of the couch. As a secondary effect sharp 

contours at the corner of the phantom may affect the accuracy of the dose

prediction, and would not be present when calculating the dose distribution 

for a patient. Passing the beam through the bar on the couch could not be

avoided because the phantom had to be placed on the tennis racquet part of 

the couch (the patient would be positioned on the carbon fibre part of the

couch where the bars can be avoided). On the new Exact couch tops with 
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movable bars, one of which is to be installed with a new linac at ICCC, this

will not be an issue.  The other beams gave good results, with Beam3 and

Beam7 giving the next highest dose difference of 0.7 cGy, or 5.1% and 4.9% 

respectively.

The results for the original Case 6 plan are not as good as was expected for 

the regular ionisation chamber measurements, based on previous cases. The

whole treatment measured 129.5 cGy compared to an expected 137.6 cGy, 

which is a dose difference of -8.1 cGy or a percentage difference of -6.3%. 

Previously the worst results were for the Case 3 plan (see ‘6.5.3 Results - Case 

3’), which gave a difference of 3.0 cGy or 2.4% for the whole treatment.

The planar dose results show a clear improvement over the original results.

Beam1 measured 14.0 cGy compared to an expected dose of 13.2 cGy, which 

is a dose difference of 0.8 cGy or a percentage difference of 5.9%. Beam11 

measured a dose of 14.0 cGy compared to an expected dose of 13.7 cGy, 

which is a dose difference of 0.3 cGy or a percentage difference of 2.2%. The

sum of the beams is 152.2 cGy compared to an expected dose of 150.2 cGy, 

which is a dose difference of 2.0 cGy or a percentage difference of 1.3%. This 

is a very satisfactory result, and shows that measuring the planar distribution 

can give a more accurate dosimetry result than isocentric measurements.

Table 6.17 gives the results for the full patient treatment measured by the 

regular ionisation chamber and by the film. Figure 6.11 shows the digitised 

film with and without a colourwash. Unexpectedly, the EDR2 film gave a 

good dosimetric response with the largest dose difference being for the film

analysed using Osiris software with 12-bit depth, which gave a measurement 

of 138.3 cGy compared to an expected 137.6 cGy (a dose difference of just 0.7 

cGy or a percentage difference of 0.5%). As all of the other EDR2 film results

were high (apart from Case 4) it is likely that the film was giving a high 
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reading for a dose that had been reduced by attenuation by the bars on the 

couch.

Figure 6.13. The axial dose distribution for Case 6

measured on EDR2 film (a) digitised and (b) coloured.

Figure 6.14 shows the digitised image of the planar film for Beam6. The 

matchline effect can be seen as the three brighter vertical lines. The white 

spots are caused by pinpricks made in the film packet to align the film with 
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the light field and to enable better positional accuracy during analysis. 

Because this dose distribution had three matchlines it was used as a reference 

step-and-shoot sequence for subsequent studies with an EPID dosimeter and 

with Monte Carlo models (Puangpen Tangboonduangjit, private

communication, 2005).

As was expected, the film also gave very good qualitative results for both the

axial and the planar beam dose distributions. Again, adding colour to the

digitised film made a qualitative comparison between the predicted and the 

measured distributions much easier.

Figure 6.14. The planar dose distribution for Case 6, 

Beam6 measured on XV film and digitised.

212



Table 6.18. Case 6 individual beams measured with regular ionisation chamber for (a)
normal MU delivery and (b) planar MU delivery.

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 52 10.8 6.3 -4.5 -71.4
Beam2 67 13.9 14.0 0.1 0.7
Beam3 60 12.9 13.6 0.7 5.1
Beam4 48 10.9 11.1 0.2 1.8
Beam5 56 11.4 11 -0.4 -3.6
Beam6 67 14.1 14 -0.1 -0.7
Beam7 67 13.5 14.2 0.7 4.9
Beam8 54 10.7 10.8 0.1 0.9
Beam9 65 14 13.8 -0.2 -1.4

Beam10 43 14.2 14.6 0.4 2.7
Beam11 48 11.2 6.1 -5.1 -83.6
Whole 627 137.6 129.5 -8.1 -6.3

Beam MU Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose
Difference

(cGy)

Percent
Difference (%)

Beam1 52 13.2 14.0 0.8 5.9
Beam2 67 14.2 14.6 0.4 2.6
Beam3 60 13.3 13.7 0.4 2.9
Beam4 48 13.4 13.5 0.1 0.9
Beam5 56 12.9 12.6 -0.3 -2.0
Beam6 67 14.1 13.1 -1.0 -7.4
Beam7 67 14.5 15.0 0.5 3.5
Beam8 54 12.8 13.0 0.2 1.2
Beam9 65 13.8 14.0 0.2 1.1

Beam10 43 14.3 14.7 0.4 2.5
Beam11 48 13.7 14.0 0.3 2.2
Whole 627 150.2 152.2 2.0 1.3

Regular Ionisation Chamber

Regular Ionisation Chamber - PLANAR DOSES
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Method Dose (cGy) Relative Dose cGy Diff %Diff

Pinnacle 137.6 1.00 0.0 0.0
IMRT Check 129.6 0.94 -8.0 -6.2

Reg Ion 129.6 0.94 -8.0 -6.2
X3 Reg Ion
Small Ion

X3 Small Ion
Osiris 8D 137.5 1.00 -0.1 -0.1
Osiris 12D 138.3 1.01 0.7 0.5
ImageJ 8D 137.7 1.00 0.1 0.1
ImageJ 12D 137.5 1.00 -0.1 -0.1

Whole Dose Measurements

Table 6.19. Case 6 full treatment results for ionisation chambers and EDR2 film.
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6.9.4 Conclusion - Case 6

The poor results for the regular ionisation chamber measurements were not 

typical of the measurements made for previous plans. Measuring the dose

delivered by the original plan with the correct gantry angles is essential to 

properly ensure the accuracy of the entire treatment. However, measuring

the planar doses gave added confidence that the correct dose has been

calculated, and proved a valuable secondary check. Beam1 and Beam11 were

the main contributors to the -6.3% difference, probably due to the couch rails, 

or misalignment of the sharp corner of the phantom.

Although the film dosimetry gave good results, previous film measurements

indicate these results were not typical. Great care in calibration and processor 

maintenance is required if film is to be relied upon as a dosimetry technique.
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Chapter 7: IMRT Dosimetry Conclusion

7.1 IMRT Dosimetry

Table 7.1 displays a list of all the physics duties involved in verifying a

regular and an IMRT plan, and the estimated times for each. The IMRT plan

times represent those achieved for Case 6 after much practice with previous

cases. As can be seen from the table, IMRT verification takes longer to

complete than regular radiotherapy verification, which could have an impact 

on the number of patients who can be feasibly planned and verified for 

treatment using IMRT in a given time period. However, the verification 

times are improving with each patient, indicating an increase in efficiency.

Table 7.1. Comparison of the physics time required to check a regular
radiotherapy plan and an IMRT plan.

Dosimetry Process Regular Plan 
(hrs)

IMRT Plan 
(hrs)

dose calculation
check 0.25

ionisation chamber
check 0.50

uncalibrated axial
film 0.30

uncalibrated
planar films 0.50

film developing,
analysing etc. 0.75

dosimetry report 0.25
TOTAL 0.25 2.30

As the ICCC is a small clinic with pressing time commitments, it has been 

decided to allow only two IMRT patients to be on treatment at any one time.

As the number of IMRT patients treated at the centre is increased it is

anticipated that more advanced plan checking techniques, such as dedicated 

dose calculation software, will become available.

Table 7.2 gives the results for the regular ionisation chamber measurements 

of the full deliveries for each IMRT case. Table 7.3 gives the results for the 
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EDR2 film analysed with ImageJ 12-bit depth measurements of the full 

deliveries for each IMRT case.

It can be seen that the regular ionisation chamber gave good results for full 

isocentric dose checks. The exception was for Case 6, which gave a dose 

difference of -8.1 cGy, or -6.3%. The error may have been due to a 

misalignment or possibly bed rails interfering with the beam, but the actual 

cause was not tracked down. Carrying out planar dose measurements on a

recalculated plan for Case 6 increased the total plan check time but did 

provide valuable secondary validation information for this plan, with a final 

dose difference of 2.0 cGy, or 1.3%.

The film gave less satisfactory results. Cases 1, 2 and 6 gave good results of

0.8%, 1.8% and -0.1% respectively. However, the other cases gave poor 

results ranging from 5.4% to 8.0%. These results show that EDR2 film can be 

used as a dosimeter for IMRT checks, but care must be taken when using this

method that a backup dosimetry technique is available, and this test remains 

most useful as an alignment check.

The small ionisation chamber did not show any real advantage over the 

regular ionisation chamber, and in most cases provided inferior results.

Similarly poor results were found for measurements performed with triple 

the MUs delivered. Hence, there should be no need to perform further trials

of these techniques for the types of IMRT treatment currently planned at the

ICCC.

Several of the large differences between measured and planned doses may 

have been due to a steep dose gradient. This was not confirmed in this thesis.

But the results led to the position of dose gradients in patient fields versus

ionisation chamber position being looked at using beams eye views, and an 

217



extra measurement is now routinely taken in a different position if the

original ionisation chamber position is deemed to be in a high dose gradient

region.
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Table 7.2. All patient dosimetry results, regular ionisation chamber.

Case Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose Difference 
(cGy)

Percentage
Difference (%)

Case 1 175.0 174.6 -0.4 -0.3
Case 2 134.5 134.5 0.0 0.0
Case 3 121.1 124.1 3.0 2.4
Case 4 135.2 136.4 1.2 0.9

Case 4 Boost 129.5 130.3 0.8 0.6
Case 5 130.8 130.9 0.1 0.1
Case 6 137.6 129.5 -8.1 -6.3

Case 6 - Beam
Down 150.2 152.2 2.0 1.3
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Table 7.3. All patient dosimetry results, EDR2 film ImageJ 12-bit depth.

Patient Predicted
Dose (cGy)

Measured
Dose (cGy)

Dose Difference 
(cGy)

Percentage
Difference (%)

Case1 175.0 176.5 1.5 0.8
Case2 134.5 136.9 2.4 1.8
Case3 121.1 131.6 10.5 8.0
Case4 135.2 127.4 -7.8 -6.1

Case4Boost 129.5 136.9 7.4 5.4
Case5 130.8 138.9 8.1 5.8
Case6 137.6 137.5 -0.1 -0.1
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Based on the ease and speed of set-up and the accuracy of each dosimetry 

method, as tested on the first IMRT plans, the procedure for checking each 

IMRT plan currently exists as follows.

When the planning radiotherapist has finished planning the treatment and 

the doctor has approved it, the plan details are transferred to the linear 

accelerator verification computer. The desired number of fractions is set to 

prevent accidentally over-treating a patient, so the radiotherapist adds two 

or three extra fractions to a different identification file to allow the tests to be 

carried out. The first fraction is delivered in clinical mode to the calibrated 

0.6 cc Farmer-type thimble ionisation chamber at the isocentre and each

beam dose is measured. While the larger volume was a disadvantage in 

spatial resolution the extra sensitivity at low dose levels (of the order of 10 

cGy per field) seemed a more important feature.

The second fraction is delivered in clinical mode to EDR2 film placed in the

axial orientation parallel to all beam exposures at the isocentre. The film is 

digitised and coloured to enable evaluation of the axial dose distribution and

to check alignment. The third fraction is reserved in case a set of 

measurements needs to be repeated.

The plan is recalculated for planar measurements, and to avoid confusion 

this is not added as a treatment fraction, instead the treatment is delivered in 

service mode (which is a non-treatment mode that doesn’t require 

verification of beam set-ups). Usually just one or two planar XV films are

exposed for qualitative visual comparison of one or two Pinnacle-calculated

beam dose distributions. Tangboonduangjit et al.116 carried out quantitative

dose profile comparisons of the films. It is assumed that if the randomly 

selected beams have been calculated in the correct orientation and 

dimensions then so have the rest of the beams. It would be better to compare 
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each planar dose map from Pinnacle with each planar film but this takes too 

long to be practical.

If the results of the isocentric ionisation chamber measurements are not 

satisfactory the measurements may be repeated in the planar orientation to 

eliminate errors caused by the sharp contours of the phantom or by passing 

the beam through the couch (for example see ‘6.9.3 Results - Case 6’).

Usually the planning radiotherapist is present for the phantom dosimetry 

checks, which allows them to check that their plan can be safely delivered. 

The radiotherapist checks: 

The shape of the MLC for the first segment of each beam using the

light field projector and a Pinnacle template.

That gantry angles won’t cause the beam to traverse the couch side

rails in the patient set-up.

That the automatic set-up of the treatment won’t cause a collision with 

the couch or the patient.

That the set MUs don’t cause interlocks, for example that sufficient 

time has been set.

Any difficulties with delivering the plan can therefore be corrected before the 

patient is involved.

A form has been developed that provides the ionisation chamber 

measurements for each beam and for the whole treatment, along with the 

calculated dose and percentage differences. The form also contains a 

checklist for confirmation of an accurate axial dose distribution film being 

collected and, if desired, planar dose distribution films. It is a dynamic

document, allowing for additions such as the quantitative planar dose 

calculations carried out for Case 6. The form is signed by the responsible 

physicist and verified by a second physicist. The treating oncologist uses the 
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information provided to make a final decision on whether to proceed with

the IMRT treatment. An example of the layout of the dosimetry form for 

Case 6 is shown in Figure 7.1.

Currently only head and neck patients are treated with IMRT at ICCC. This 

site was selected because head cast fixation causes minimal movement. There 

is little doubt head and neck IMRT, particularly with overlapping fields and 

the sparing of multiple structures, presents the most complex IMRT 

distributions and more segments (10 to 20) per beam than other sites (6 to 10 

for prostate). It is fair to say every new IMRT patient has provided a major 

challenge to oncologists defining volumes and dose objectives, to

radiotherapy planners devising plans to meet these objectives, and to 

physicists providing dosimetry validation. An IMRT program requires a lot 

of planning and cooperation and is not to be entered into lightly.

In future the ICCC may or may not extend the program to prostate 

treatments, which are considered more difficult to target because of tumour-

positioning and patient immobilisation considerations. This would also 

depend on the radiation oncologists, as there are issues with the clinical 

evidence of dose escalation studies.

As the number of patients treated with IMRT increases time considerations

will become a priority. When this happens the current dosimetry process 

may have to be reviewed, but until then the procedure is considered 

satisfactory for checking all IMRT patient plans.
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1. Ion chamber check vs. Pinnacle planning
Planned cGy Measured cGy cGy diff % diff

1 B130 10.8 6.3 -4.5 -71.7

2 B104 13.9 14.0 0.1 0.8

3 B78 12.9 13.6 0.7 5.4

4 B52 10.9 11.1 0.2 1.9

5 B26 11.4 11.0 -0.4 -3.8

6 B0 14.1 14.0 -0.1 -0.6

7 B334 13.5 14.2 0.7 5.1

8 B308 10.7 10.8 0.1 1.0

9 B282 14 13.8 -0.2 -1.3

10 B256 14.2 14.6 0.4 3.0

11 B230 11.2 6.1 -5.1 -84.8
137.6 129.6 -8.0 -6.2

2. Film axial check vs. Pinnacle planning
Registration
(qualitative)

3. Film planar dose maps vs. Pinnacle planning
Registration

1 B130
2 B104
3 B78
4 B52
5 B26
6 B0
7 B334
8 B308
9 B282
10 B256
11 B230

Signed physicist:________________________________________

Checked physicist:______________________________________

Beam (no.)

total treatment

Beam (no.)

Figure 7.1. An example of the IMRT Phyics Dosimetry form developed for ICCC. 

Date:
IMRT Physics Dosimetry - Summary Sheet

CASE 6Patient:
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