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Abstract—Although research show that human recognition performance for unfamiliar faces is relatively poor, when the sample is always available for analysis and becomes "familiar", people are able to recognize a previous unknown face from single sample. In this paper, a method is proposed to deal with the one sample per person face recognition problem based on the process how unfamiliar faces become familiar to people. Particularly, quantized local features which learnt from generic face dataset are used in the proposed method to mimic the prototype effect of human face recognition. Furthermore, a landmark-based scheme is introduced to quantify the distinctiveness of each facial component for the sample face, then the difference between the sample and the average face is emphasized by weighting face regions according to the gained distinctiveness. The experiments on ORL and FERET face databases demonstrate the efficiency of the proposed method.

I. INTRODUCTION

Significant progress have been achieved in automatic face recognition during the last 20 years. Numerous commercial face recognition systems have been released and a great number of papers have been published in journals and conferences dedicated to the related area of face recognition. However, reliable face recognition under unconstrained conditions still offers a great challenge to computer vision and pattern recognition researchers. Recently, most of the efforts are made to allow face recognition systems more robust against different variations such as pose, illumination, expression and occlusion.

One common basis of existing face recognition systems dealing with above mentioned variations is a large, representative training dataset. Unfortunately, in many real-world applications, sample images can be used for training are very limited. More specifically, in many application scenarios, especially in large-scale identification applications, such as law enforcement, driver license or passport identification, there is very limited. More specifically, in many application scenarios, especially in large-scale identification applications, such as law enforcement, driver license or passport identification, there is usually only one training sample per person in the database.

This realistic one sample per person problem severely challenges existing face recognition algorithms, especially their robustness performances under possible variations. Take the most famous face recognition technique, eigenface (PCA), for example. When tested by ORL [1] database which mainly addresses the pose variations (reported by Tan et al. in [2]), if only one training sample per person is used, the average recognition rate of eigenface falls to below 65%, with a 30% drop from 95% when 9 training samples per person are given.

This serious performance drop mainly due to intra-class variation cannot be obtained from one training sample. For the same reason, most of state of the art face recognition methods suffer from the one sample problem. Subspace methods such as Linear Discriminant Analysis (LDA), and Bayesian matching methods may even fail to work when there is only one training sample per class.

Intuitively, it is felt that human beings do not need many views (images) of a person in order to develop a proper model of his appearance. A good illustration of this common impression is the photo ID verification process such as in border control, where travelers are identified by custom officers based on single passport photo. However, psychological studies [3] have found that although people are excellent at recognizing faces familiar to us, even from very low quality images across large variations, we are not so good at recognizing unfamiliar faces. In [4] [5] subjects learned previously unknown faces from a single image and are asked to recognize the face from a second novel image of the person after a delay. Low level of recognition accuracy was recorded even for frontal face images in the experiments, and when there are changes in the viewpoint between the sample and test images, the accuracy further declines.

The above mentioned experimental scenario is not quite similar as the one sample problem, since the memory component is involved. In the case of one sample machine learning, the sample image is always available, comparison and analysis are allowed all the time between the sample image and test image, thus the sample face could becomes somehow “familiar”. This case is similar to perceptual matching experiments. In the matching experiments [6] [7], subjects are given enough time and asked to determine if the persons pictured in two simultaneously presented images are the same or different. The matching accuracy is much higher than the recognition accuracy reported in [4] [5], however variations in viewpoint and illumination between the sample image and test image still affect the accuracy.

From the two observations, we can suggest that although human recognition performance for unfamiliar faces is poor, when the sample is always available for analysis and becomes "familiar”, people are able to handle the one sample problem. This finding gives us a good hint for solving the one sample problem based on the process how unfamiliar faces become familiar to people. On the other hand, in both of the experiments,
the differences between learning and test sample affect the recognition performance, which reminds us that the essence of one sample problem is not a problem concerning how many training samples each person has, but that concerning how to improve robustness performance against different variations under this extremely small sample size condition. However, although several methods have been proposed in the literature dealing with the one sample problem (that will be briefly reviewed in Section II), the variation issue is far from solved. In some of the methods, none of the variation factors are explicitly addressed, and the performance of these methods were evaluated using mainly frontal face dataset with limited variations. For the methods that addressed the variation issue, most of them are only robust against some variations while not against others.

In this paper, a method is proposed to deal with the one sample per person face recognition problem based on the process how unfamiliar faces become familiar to people. In addition, factors of human familiar face perception are incorporated into the proposed model so as to enhance the robustness performance against different variations. Particularly, quantized local features which learnt from generic face dataset are used in the proposed method to mimic the prototype effect of human face recognition. Furthermore, a landmark-based scheme is introduced to quantify the distinctiveness of each facial component for the sample face, then the difference between the sample and the average face is emphasized by weighting face regions according to the gained distinctiveness.

The rest of the paper is organized as follows: In Section II we briefly review the existing works dealing with one sample problem. Detail of the proposed method is described in Section III. Section IV presents one implementation of the proposed method and the experimental results. Conclusions are drawn in Section V.

II. RELATED WORKS

The challenges and significance for practical applications of the one sample per person problem have created increasing interests in the computer vision community, several methods have been proposed to solve this problem. One natural solution to the problem is to artificially generate extra samples for each person, so that the traditional methods can be used based on the new samples. Yang et al. [8] described an approach known as symmetrical PCA, which employs a standard PCA algorithm for feature extraction based on two virtual image sets, i.e., the even and odd symmetrical image sets. Martinez [9] introduced a perturbation-based approach to generate new samples for PCA. While in [10], the training set is enlarged by constructing new presentations for the single training image. The problem of this kind of methods is that generated facial images and representations are highly correlated and should not be considered as truly independent training samples, i.e., the created variations are usually not large enough to cover those observed in reality.

Some methods solve the one sample problem by extending the PCA method. Wu et al. [11] introduced a method called $(PC)^2A$ to enrich the information of face space at pre-processing stage before the standard PCA. They combine the original image with its first-order projection map, thus salient facial features are emphasized and unimportant features are faded out after the pre-processing. Following the $(PC)^2A$ framework, Chen [12] proposed an enhanced $(PC)^2A$ solution by including a second-order projection map while Zhang et al. [13] introduced a SVD perturbation at the pre-processing stage. Rather than extending PCA in pre-processing, Yang et al. [14] focused on the covariance matrix estimation under one sample training. They proposed a 2DPCA method which uses straightforward 2D image matrices to estimate the covariance matrix instead of 1D vectors. All of the above mentioned methods reported better performance compared to that of the standard PCA. However, they actually handle the one sample problem in an indirect way, that is, the variations of expression, illumination or pose are not explicitly addressed. Therefore, their robustness performance is somehow predictable.

One possible way to handle the variation issue in one sample scenario is to use local facial representations, due to the observation that local features are generally not as sensitive as global features to appearance changes. Martinez [9] proposed a local probabilistic approach, where the subspace of each individual is learned and represented by a separate Gaussian distribution. The method is then extended by Tan et al. [15], who proposed an alternative way of representing the face subspace with self-organizing maps (SOM). In [16], face image is divided into rectangular blocks and each block is represented by histogram of the local binary patterns (LBP). Comparing with other existing method, the local based approach provides additional flexibility to recognize a face based on its parts, thus it seems more suitable for handling the one sample problem. However, some common problems are still unsolved in these local based methods. One of the problems is how to weight the local regions. Most of the methods use stable predefined weight for combining local classifiers, such as in [16], where eyes area are given the highest weight since they seem to be the most important cue in human face recognition. Although experiments showed that this kind of weighting mechanisms do improve the recognition rates, bias could be involved in the predefined weights and more sophisticated and adaptive weighting scheme is expected for the local approach.

In addition, as methods based on local features, the spatial (configural) information of the face are sometimes ignored or not properly considered. However, the configural features also carry important information for identifying faces. Thus, how to incorporate the spatial information is also a crucial problem to be solved for the local based approach. Finally, what kind of local representation should be used for the face is always the key question to answer. In the following section, we introduce a local based method that address the above problems based on observations of human face perception.
III. THE PROPOSED METHOD

A. Overview

Previous psychological studies claimed that human perception of faces is a nondecomposable holistic process, which is used as a fundamental assumption of a great number of existing face recognition methods. However, recent findings challenged the assumption, and suggested that nameable facial parts (facial components such as mouth, eyes and nose) play an important role in face perception especially when variations occur [17], [3]. The proposed method follows the parts-based theory and represents the face hierarchically. After face normalization, first the facial image is divided into different regions, each region \( R_i \) contains one key facial component. Then the region \( R_i \) is further divided into sub-blocks, and one feature \( F_k \) is extracted from each sub-block. Thus during the recognition, test images are compared with the sample image, the best match is output as recognition result by searching the minimum integrated distance:

\[
D = \sum_i w_i d_i
\]

where \( i \) is the index for different facial region; \( w_i \) is the weight for each region; and \( d_i \) is the similarity measure between the corresponding regions. This hierarchical representation shares the common advantages of local based method, to further solve the one sample problem, as mentioned in Section II, the local representation used to calculate \( d_i \) and the weight \( w_i \) need to be properly defined.

B. Regional Similarity Measure Based on Quantized Local Features

In human face recognition, the prototype effect refers to the discovery that prototype faces which are composed of typical facial features (components) extracted from previously viewed faces can be confused with truly familiar ones [18]. Researchers explain the prototype effect as that human tend to respond to the central values of exemplars, and suggested that our internal representation for faces may be based on commonly experienced sensory phenomena (features). Following this finding, in the proposed method, each local feature \( F_k \) is quantized according to a codebook to mimic the prototype effect. The codebook is constructed using clustering approach based on generic face dataset which consists of images from subjects other than those under consideration. Thus, each code vector in the codebook represents a kind of local pattern that frequently appears in human face images. Ideally, if the code vectors only encode inter-person variations, when faces are projected into the quantized feature space, different faces from the same person will converge at the same location in the space.

Rather than directly using the quantized local features, each facial region \( R_i \) is represented by a regional histogram \( H_{j,i} \), which is obtained by counting the occurrence of the quantized features within \( R_i \). Formally:

\[
H_{j,i} = \sum_k I\{Q(F_k) = j\} I\{k \in R_i\}, j = 0, \ldots, n - 1
\]

Where \( j \) is the index of code vector, \( Q() \) is the quantization process mapping \( F_k \) into the learnt quantized feature space, \( k \) is the index of sub-block, \( n \) is the size of codebook, and \( I\{A\} = 1 \) if \( A \) is true, \( I\{A\} = 0 \) if \( A \) is false. This regional histogram representation focuses on the the distribution of the local features and ignores the spatial information within the region, thus it is relatively robust against viewpoint variations. On the other hand, by partition the face region meaningfully based on facial components, the configural information for features from different facial components is remained, which makes the regional histogram representation more efficient.

Then Chi square statistic can be used to measure the distance \( d_i \):

\[
d_i(S_i, M_i) = \sum_j \frac{(s_{i,j} - m_{i,j})^2}{s_{i,j} + m_{i,j}}
\]

where \( S_i \) and \( M_i \) are two corresponding regions in the sample and the test image; \( s_{i,j} \) and \( m_{i,j} \) is the frequency of a code vector \( j \) that belongs \( S_i \) and that belongs to \( M_i \), respectively.

C. Weighting by Distinctiveness

Numerous studies have shown that unusual faces are better remembered and recognized than prototypical faces. Where a prototypical face refers to a blend of typical or homogeneous features that are “normal” or “average”. In [19] O’Toole et al. suggest that faces are retained in a manner that enhances the prototypical features of the face. Thus an exemplar is encoded for recognition. Accuracy in recognition occurs where the facial detail differ from the exemplar. When unusual features such as a big nose, small eyes or thick eyebrows found on a face, a specific memory that could be easily recalled would be created. Thus the face becomes more familiar than usual faces. This finding also suggests a reason for the superior recognition of caricatures over veridical faces. Studies [20] have shown that caricatures which emphasize the differences between a face and the average are recognized more accurately and more quickly than veridical versions of the faces, even when the faces are unfamiliar.

Inspired by the above observations, in the proposed method, the facial region is weighted according to the distinctiveness of corresponding facial component for the sample face. During the distinctiveness measuring, facial parts are compared with the average face as suggested by human face perception, and the coordinates of key facial points are used for quantitative analysis. Each facial component is represented by a coordinate vector, which is formed by orderly listing the \( x \) and \( y \) coordinates of each key facial point. Since faces are normalized, the coordinate vectors contain not only the shape information but also the size information of facial components. Thus, the distinctiveness of each facial part can be measured by the Mahalanobis distance between its coordinate vector and the corresponding mean coordinate vector, which is calculated based on a generic face database. Note that the distinctiveness of the mouth is not measured in the proposed method. Many studies [3] have shown that due to shape variations caused by expressions, the mouth is not recognized as good as the
upper-face features. Thus, when weighting the facial regions, the lowest weight is always given to the mouth part and other face regions are weighted according to the distinctiveness:

\[ w_i = \frac{c_i}{\sum_i c_i + \min(c_i)} \]

where \( i \) is the index for different facial regions except mouth part and \( c_i \) is the distinctiveness for different facial region. For the mouth region:

\[ w_m = \min(w_i) \]

IV. EXPERIMENTAL RESULTS

A. The Implementation

The face region of the image is first detected by the Viola-Jones face detection method [21]. Then a modified version of the Viola-Jones face detection method is employed to find the areas of mouth and eyes within the detected face. For details on the method, readers are referred to our previous work [22]. Once the eyes and mouth have been localized, using the differences between the x and y coordinates, the original image is rotated so that the centers of eyes and mouth are at the same pixel coordinates in all images. Then the face area is cropped and resized to a 64 \( \times \) 64 “standard” face image. Figure 1 shows the whole normalization process.

The normalized face is divided into 6 regions based on facial components as showed in Figure 4 a. Note that the eyebrows are divided separately, due to the study from O’Toole et al. [19], who claim that of the different facial components, eyebrows are among the most important for recognition. Then the facial region is further divided into 8 \( \times \) 8 pixel sub-blocks with overlaps. The degree of overlap affects the recognition performance, we will evaluate the effects of varying sub-block overlap in Section IV-B.

In the implementation, we calculate the 2D-DCT to extract the feature \( F_k \) in each sub-block, this results in a 8 \( \times \) 8 DCT coefficient matrix with 64 coefficients. Only a subset of the DCT coefficients are used to represent each sub-block. Ideally, the coefficient subset should be insensitive to illumination variations and contains as few elements as possible while represent all the necessary information (the contributions of different subsets to the recognition performance is investigated later).

The codebook for all the sub-blocks is generated using “k-means clustering” [23] from BioID face database [24]. To capture all possible inter-person variations, the training datasets should be large enough with all kinds of diversities, and the size of codebook (that is the \( k \) in k-means clustering) cannot be too small. On the other hand, to avoid code vectors capture intra-person variations, the codebook size cannot be too large. The effects of different codebook sizes are investigated in Section IV-B. After the codebook has been trained, all the sub-blocks from the face are mapped to the code vectors in quantized feature space by a nearest neighbor strategy, and regional histograms are calculated. Figure 2 shows examples of original face images and their corresponding reconstructed images. Figure 3 shows typical examples for regional histograms of left eye, where codebook of the size 32 is used. As can be seen, histograms of different persons are clearly different while histograms of the same person are resembled, though there is a small difference in detail.

41 key facial points are located for distinctiveness measuring in the implementation, as showed in Figure 4 b. Quite a few reliable methods have been proposed to detect the key facial points, such as [25] and [22]. For this implementation, these facial points are labeled manually to avoid the measuring error. The mean coordinate vector of each facial component is calculated based on frontal view images from BioID face database. Some typical examples of facial region weights gained based on distinctiveness measuring can be seen from Table I.

B. Parameter Selection Based on ORL Database

Experiments are conducted based on ORL face database [1] to investigate the effect of different parameters. The ORL face database is composed of 400 grayscale images with 10 images for each of 40 individuals. The variations of the images are across pose, time, illumination and facial expression. During
The FERET face database is used to evaluate the proposed method according to the standard FERET evaluation protocol [27] with the gallery set including 1196 frontal images of 1196 persons and four probe sets: \texttt{faff} (1195 images with expression variations); \texttt{fabc} (194 images with illumination variations); \texttt{dup.I} (722 images taken in less than 18 months); \texttt{dup.II} (234 images taken about 18 months later). In the evaluation, a subset of 500 images from the gallery set are randomly selected as training samples, and all the four probe sets are tested. The rest experimental setup is the same as introduced in Section IV-B, with selected parameters: codebook size of 64; sub-block overlap of 63/64; DCT subset of S5. The performance of the proposed method is showed in Table II, including some reported results for the one sample test.

### TABLE I

**Examples of Facial Region Weights Gained Based on Distinctiveness Measuring**

<table>
<thead>
<tr>
<th>Sample image</th>
<th>Weight of each facial region gained based on distinctiveness measuring</th>
<th>Weight of each facial region gained based on distinctiveness measuring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left eyebrow</td>
<td>0.2264</td>
<td>0.1987</td>
</tr>
<tr>
<td>Right eyebrow</td>
<td>0.0989</td>
<td>0.0647</td>
</tr>
<tr>
<td>Left eye</td>
<td>0.3465</td>
<td>0.0647</td>
</tr>
<tr>
<td>Right eye</td>
<td>0.2130</td>
<td>0.0770</td>
</tr>
<tr>
<td>Nose</td>
<td>0.2027</td>
<td>0.0770</td>
</tr>
<tr>
<td>Mouth</td>
<td>0.3465</td>
<td>0.0647</td>
</tr>
</tbody>
</table>

**Fig. 4.** Facial region partition and key facial points

The first six coefficients, which correspond to low-frequency components always contain the most important information. In particular, the first DCT coefficient (DC component) reflects the average pixel value inside each sub-block and hence would be affected the most by any illumination change. The second and third coefficients \((0, 1), (1, 0)\) component) represent the average horizontal and vertical pixel intensity change, respectively. As such, they would also be significantly affected by illumination changes. Thus, to find the optimal subset mentioned above, following DCT subsets are examined in the experiment:

1) **DCT Subsets:** When the DCT coefficients are ordered according to a zig-zag pattern [26], we know that the first few coefficients which correspond to low-frequency components always contain the most important information. In particular, the first DCT coefficient (DC component) reflects the average pixel value inside each sub-block and hence would be affected the most by any illumination change. The second and third coefficients \((0, 1), (1, 0)\) component) represent the average horizontal and vertical pixel intensity change, respectively. As such, they would also be significantly affected by illumination changes. Thus, to find the optimal subset mentioned above, following DCT subsets are examined in the experiment:

- S1, the first 16 coefficients.
- S2, removing the DC component, and selecting the first 16 coefficients from the remaining ones.
- S3, removing the DC, \((0, 1)\) and \((1, 0)\) components, and selecting the first 16 coefficients from the remaining ones.
- S4, the first 8 coefficients.
- S5, removing the DC component, and selecting the first 8 coefficients from the remaining ones.
- S6, removing the DC, \((0, 1)\) and \((1, 0)\) components, and selecting the first 8 coefficients from the remaining ones.

In the experiment, for different DCT features, corresponding codebook with fixed size of 64 are generated and used. To ensure adequate representation of the face, face images are divided by sliding the \(8 \times 8\) dividing-partition one pixel by one pixel, thus, sub-blocks with 63/64 overlap are used. The recognition performance for different DCT subsets is showed in Figure 5 a. As can be observed, DCT subsets with less elements achieved better results. By discarding the elements affected by illumination variations, the recognition rate is improved. The best results are obtained by using subset S5, which only removes the DC component.

2) **Sub-block Overlap:** One direct effect of varying the overlap of sub-block is that the number of feature vectors extracted from an face image grows in an exponential manner as the overlap is increased. Experiment is conducted here to investigate the indirect effect of overlaps on the final recognition performance. In the experiment, DCT subset S5 is adopted for feature extraction and the corresponding codebook with 64 code vectors is used for quantization. The experiment results are showed in Figure 5 b. As can be seen from the curve, by increasing the percentage of overlap, the recognition performance is improved. This may be explained as that the code vector distribution for one image can be better estimated based on more extracted features. Another observation from the figure is that increasing the overlap from 75% to 63/64 had little effect on the recognition performance at the expense of extracting significantly more feature vectors.

3) **Codebook Size:** To find out the proper codebook size, in the experiment, 4 different codebooks are generated based on the same training data but only varying the codebook size. These codebooks are tested while keeping the other two parameter unchanged (DCT subset S5 and 63/64 sub-block overlap is used), the result is showed in Figure 5 c. As we analyzed before, codebooks with middle range of the size achieved better recognition rates.

### C. Experiments on FERET Database

The FERET face database is used to evaluate the proposed method according to the standard FERET evaluation protocol [27] with the gallery set including 1196 frontal images of 1196 persons and four probe sets: \texttt{faff} (1195 images with expression variations); \texttt{fabc} (194 images with illumination variations); \texttt{dup.I} (722 images taken in less than 18 months); \texttt{dup.II} (234 images taken about 18 months later). In the evaluation, a subset of 500 images from the gallery set are randomly selected as training samples, and all the four probe sets are tested. The rest experimental setup is the same as introduced in Section IV-B, with selected parameters: codebook size of 64; sub-block overlap of 63/64; DCT subset of S5. The performance of the proposed method is showed in Table II, including some reported results for the one sample test.
problem based on the same dataset. “Proposed with predefined weight” denotes predefined weighting in [16] is used for the proposed method instead of the weighting scheme based on distinctiveness. It can be seen that the proposed method achieved comparable recognition rate on fatb and facc sets while outperformed all the other methods on dup.I and dup.II sets, in which images are taken in different conditions and different time. The results also showed the efficiency of the proposed weighting scheme.

V. CONCLUSION

Among a number of methods proposed in the literature to deal with one sample face recognition problem, the local based methods seems more suitable than others, since they provide additional flexibility to recognize a face based on its parts. However, some common problems of local methods are still unsolved, such as how to weight the local regions and what kind of local representation should be used for the face. In this paper, we proposed a method to solve the one sample problem within the local based framework and address the issues of local method from human perception point of view. Particularly, quantized local features which learnt from generic face dataset are used in the proposed method to mimic the prototype effect of human face recognition. Furthermore, a landmark-based scheme is introduced to quantify the distinctiveness of each facial component for the sample face, then the difference between the sample and the average face is emphasized by weighting face regions according to the gained distinctiveness. Experiments conducted on benchmark face databases with variations of expressions, illuminations and viewpoints demonstrated the efficiency of the proposed method. In particular, the proposed method performed well on recognizing face images that are taken in different conditions and different time.
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