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We retrieved column-averaged dry air mole fractions of atmospheric carbon dioxide (X\textsubscript{CO2}) from backscattered short-wave infrared (SWIR) sunlight measured by the Japanese Greenhouse gases Observing SATellite (GOSAT). Over two years of X\textsubscript{CO2} retrieved from GOSAT is compared with X\textsubscript{CO2} inferred from collocated SWIR measurements by seven ground-based Total Carbon Column Observing Network (TCCON) stations. The average difference between GOSAT and TCCON X\textsubscript{CO2} for individual TCCON sites ranges from -0.87 ppm to 0.77 ppm with a mean value of 0.1 ppm and standard deviation of 0.56 ppm. We find an average bias between all GOSAT and TCCON X\textsubscript{CO2} retrievals of -0.20 ppm with a standard deviation of 2.26 ppm and a correlation coefficient of 0.75. One year of X\textsubscript{CO2} was retrieved from GOSAT globally, which was compared to global 3-D GEOS-Chem chemistry transport model calculations. We find that the latitudinal gradient, seasonal cycles, and spatial variability of GOSAT and GEOS-Chem agree well in general with a correlation coefficient of 0.61. Regional differences between GEOS-Chem model calculations and GOSAT observations are typically less than 1 ppm except for the Sahara and central Asia where a mean difference between 2 to 3 ppm is observed, indicating regional biases in the GOSAT X\textsubscript{CO2} retrievals unobserved by the current TCCON network. Using a bias correction scheme based on linear regression these regional biases are significantly reduced, approaching the required accuracy for surface flux inversions.


1. Introduction

Carbon dioxide (CO₂) is the dominant anthropogenic greenhouse gas and its atmospheric concentration has dramatically increased from a pre-industrial level of 280 ppm to a current value of about 390 ppm as a consequence of human activities such as burning of fossil fuels or deforestation [Intergovernmental Panel on Climate Change (IPCC), 2007; Masarie and Tans, 1995]. This increase in CO₂ concentrations is responsible for a change in global mean radiative forcing of 1.66 Wm⁻² [IPCC, 2007] and it is expected that further increasing CO₂ concentrations will significantly alter our climate in the future [IPCC, 2001].

Networks of surface in situ greenhouse gas sensors provide precise and accurate measurements of CO₂ concentrations. These measurements allow the quantification of large scale temporal, seasonal and latitudinal variations in CO₂. However, their sparse and uneven global distribution results in large uncertainties in the natural carbon cycle for key regions such as tropical or boreal regions [Hungershoefer et al., 2010; Gurney et al., 2002].

As shown by numerous synthetic studies, densely-sampled satellite observations of CO₂ concentrations can help to reduce uncertainties in estimated regional carbon fluxes if the observations have precisions of 1–2 ppm on a regional scale with no regional to continental scale geographical biases [Rayner and O’Brien, 2001; Houweling
et al., 2004; Chevallier, 2007; Miller et al., 2007; Feng et al., 2009; Baker et al., 2010; Hungershoef er et al., 2010; Palmer et al., 2011). However, Palmer et al. [2011] found that the benefit of the increased number of soundings of satellite observations is reduced with more correlated data.

[5] Satellite observations of short-wave infrared (SWIR) CO2 absorption bands are well suited for constraining surface fluxes as they provide observations of column averaged dry air mole fraction of CO2 (XCO2) with high precision and sensitivity to the planetary boundary layer [Boesch et al., 2011; Christi and Stephens, 2004; Kuan et al., 2002]. The use of SWIR measurements for retrievals of XCO2 from space was demonstrated for the first time with the Scanning Imaging Absorption spectrometer for Atmospheric CHartographY (SCIAMACHY) instrument onboard the ENVISAT satellite, which achieved precisions of 1–2% [Barkley et al., 2006; Buchwitz et al., 2005; Reuter et al., 2010; Schneising et al., 2008].

[6] The first dedicated greenhouse gas mission was launched in January 2009 by JAXA on a H-IIA rocket with the Greenhouse gases Observing SATellite (GOSAT) onboard it [Kuze et al., 2009]. GOSAT contains the Thermal And Near-infrared Sensor for carbon Observation (TANSO) that comprises of two instruments; a Fourier Transform Spectrometer (FTS) and a Cloud and Aerosol Imager (CAI) that provides information about the scene, such as cloud quantities. The TANSO-FTS sensor measures radiance spectrally three SWIR bands between 0.756–0.775 μm, 1.56–1.72 μm and 1.92–2.08 μm, and in one thermal infrared (TIR) band between 5.6–14.3 μm with spectral resolutions between 0.257–0.367 cm–1 [Kuze et al., 2009]. TANSO-FTS applies gain (low, medium or high) to the SWIR signals to amplify the signals to an appropriate voltage to compensate for high and low observed intensities. Additionally, it measures each polarization direction separately.

[7] TANSO-FTS nominally performs a cross-track scanning pattern with an instantaneous field of view (IFOV) of 15.8 mrad, equivalent to ~10.5 km diameter projected onto the Earth’s surface. Until August 2010, the standard mode consisted of five cross-track points separated by ~158 km. This has since been changed to three points to reduce pointing errors caused by micro-vibrations which are most extreme at the lowest off-nadir pointing angles [Crisp et al., 2012]. Additionally, TANSO-FTS can measure in sun-glint mode within 20° of the sub-solar latitude and in specific observation mode that provides targeted observations for validation.

[8] Results of XCO2 retrieved from GOSAT have previously been reported by other groups [Oschepkov et al., 2009; Yokota et al., 2009; Bätz et al., 2011; Morino et al., 2011; Wunch et al., 2011b; Yoshida et al., 2011; Crisp et al., 2012; Oschepkov et al., 2012]. These include comparisons to ground-based measurements, global comparisons to model calculations and methods towards improving the retrieved XCO2 precision.

[9] We describe our optimal estimation retrieval approach used to retrieve XCO2 from GOSAT in Section 2. We compare these retrievals with coincident ground-based XCO2 observations (Section 3) and to model calculations (Section 4). A bias correction scheme and its impact on XCO2 retrieved from GOSAT is discussed in Section 5, and in Section 6 we conclude the paper.

2. UoL-FP XCO2 Retrieval Algorithm

[10] The University of Leicester Full Physics (UoL-FP) retrieval utilizes the algorithm developed for the NASA Orbiting Carbon Observation (OCO) mission [Boesch et al., 2006, 2011; Connor et al., 2008; Crisp et al., 2004; Parker et al., 2011], which was lost due to a launch vehicle malfunction [Boesch et al., 2011]. The UoL-FP algorithm and the algorithm used for the NASA Atmospheric CO2 Observations from Space (ACOS) project and the NASA OCO-2 mission [Crisp et al., 2012; O’Dell et al., 2012], are two parallel developments based on the OCO algorithm and thus both algorithms follow a similar retrieval strategy. While the UoL-FP algorithm utilizes the OCO algorithm, the ACOS algorithm is a re-development of it such that the implementation of both algorithms are independent of each other. Both retrieval algorithms differ in their definition of the state vector, a priori values, and a priori covariances, especially in the treatment of aerosols and cirrus clouds. There are also differences in spectroscopy, sounding selection methods, and post-screening criteria. All of these aspects can lead to differences in algorithm performance and XCO2.

[11] The algorithm has been designed to retrieve XCO2 from SWIR spectra by simultaneously fitting the 0.76 μm O2 A band, the 1.61 μm and the 2.06 μm CO2 bands [Boesch et al., 2006, 2011; Connor et al., 2008]. The algorithm employs an inverse method, where an iterative retrieval system based on Bayesian optimal estimation (maximum likelihood estimation) fits the simulated spectral radiance to the measured spectral radiance in order to infer XCO2 [Rodgers, 2000]. The OCO algorithm has been altered to perform retrievals of XCO2 by simultaneously fitting the GOSAT SWIR bands, using the wavelength ranges of 0.758–0.772 μm, 1.588–1.623 μm, and 2.040–2.083 μm.

[12] The forward model that simulated the measured spectra includes solar, radiative transfer, and instrument models to simulate the spectral radiance of a scene. We use the low-streams interpolation functionality [O’Dell, 2010] to accelerate the LIDORT radiative transfer model [Spurr et al., 2001], which is combined with a fast 2-orders-of-scattering vector radiative transfer code [Natraj and Spurr, 2007].

[13] The state vector gives the retrieved parameters and consists of a 20-level profile of CO2 volume mixing ratio (VMR) and 20-level logarithmic extinction profiles of cirrus and two aerosol types. In addition, the state vector includes multiplicative scaling factors for CH4, VMR and H2O VMR, an additive offset for a temperature profile, surface pressure, surface albedo, spectral albedo slope, and spectral shift/stretch. We also retrieve an additive O2 A band intensity offset to mitigate the effects of fluorescence and the GOSAT Band 1 non-linear response to the intensity of incident radiation, that is currently being characterized and calibrated [Crisp et al., 2012; Frankenber et al., 2011; Suto et al., 2011].

[14] The a priori temperature and water vapor profiles and surface pressure were obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) Operational Analyses data interpolated to the location and time of each
Table 1. Threshold Values for Parameters Used in Postscreening the UoL-FP Retrieval Algorithm v3G

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower Limit</th>
<th>Upper Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retrieval convergence outcome</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$\chi^2$ Band 1</td>
<td>0.6</td>
<td>1.3</td>
</tr>
<tr>
<td>$\chi^2$ Band 2</td>
<td>0.6</td>
<td>1.5</td>
</tr>
<tr>
<td>$\chi^2$ Band 3</td>
<td>0.4</td>
<td>1.5</td>
</tr>
<tr>
<td>A Posterior Error (ppm)</td>
<td>-</td>
<td>1.6</td>
</tr>
<tr>
<td>Retrieval - A priori surface pressure (hPa)</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>Retrieved aerosol 1 optical depth</td>
<td>-</td>
<td>0.3</td>
</tr>
<tr>
<td>Retrieved aerosol 2 optical depth</td>
<td>-</td>
<td>0.4</td>
</tr>
<tr>
<td>Retrieved ice optical depth</td>
<td>0.05, 0.03 $^a$</td>
<td></td>
</tr>
<tr>
<td>Retrieved total optical depth</td>
<td>0.5, 0.3 $^a$</td>
<td></td>
</tr>
<tr>
<td>8–11 $\mu$m Brightness Temperature</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Number of divergences</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Cirrus test</td>
<td>0.98, 1.05</td>
<td></td>
</tr>
<tr>
<td>Retrieved temperature scale (K)</td>
<td>-2</td>
<td></td>
</tr>
<tr>
<td>Retrieved H2O scale factor</td>
<td>0.7</td>
<td>1.3</td>
</tr>
<tr>
<td>Retrieved - A priori band 2 spectral shift (cm$^{-1}$)</td>
<td>-0.022</td>
<td>0.022</td>
</tr>
<tr>
<td>Retrieved band 1 zero level offset</td>
<td>-0.002, 0.0014</td>
<td></td>
</tr>
<tr>
<td>Retrieved albedo band 1/band 3</td>
<td>4, 2 $^a$</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Stricter postscreen threshold limit.

GOSAT sounding, with corrections for altitude. The a priori information for the CH$_4$ profile was taken from the TM3 model provided by S. Houweling (personal communication, 2009). The a priori CO$_2$ profiles were obtained from 2009 fields of the Laboratory of Climate Sciences and Environment (LCSE) General Circulation Model of Laboratoire de Meteorologie Dynamique (LMDZ) [Pickett-Heaps et al., 2011]. A correction of 18.25 ppm was applied to the 2009 CO$_2$ profiles that was derived from a comparison with National Oceanic and Atmospheric Administration (NOAA) observations over Mauna Loa. Additionally, yearly increments of 1.63 ppm and 2.36 ppm were taken from global NOAA observations [Masarie and Tans, 1995] and applied to the CO$_2$ profiles for 2010 and 2011 respectively, to account for increasing atmospheric CO$_2$ concentrations. The albedo a priori was inferred using the reflectance of the measured radiance at continuum wavelengths of each band. The spectral dispersion a priori was calculated by comparing the measured radiance to the position of a known solar line at 12985.163 cm$^{-1}$.

The a priori aerosol profiles are both set up as a Gaussian-shaped aerosol extinction profile with a height and width of 2 km. The aerosol optical properties for the two aerosol types that are used to describe the unknown scene-dependent aerosol are calculated for carbonaceous/dusty continental and carbonaceous/sooty continental aerosol mixtures described in Kahn et al. [2001], where the optical properties of spherical aerosol particles were computed using a polydisperse Mie scattering code [de Rooij and van der Step, 1984] and non-spherical aerosol particles were computed using a T-matrix code [Mishchenko and Travis, 1998]. A Gaussian-shaped extinction profile with latitudinal dependent height and width based on Eguchi et al. [2007] was used for the cirrus profile. The cirrus optical properties were taken from the Baum model [Baum et al., 2005] for non-spherical ice particles with an effective radius of 60 $\mu$m. A total optical depth of 0.15 was used globally, with each aerosol/cirrus profile having a total column optical depth of 0.05 at the O$_2$ A Band.

For all retrievals we use a single a priori covariance matrix with a column variability of 12 ppm for CO$_2$ (based on global estimates of Dufour and Breon [2003]) that decreases with altitude, from an uncertainty of ~1% at the boundary layer to ~1% in the stratosphere. For the surface pressure we use a standard deviation of 4 hPa to allow for more difficult topographies. To account sufficiently for the expected large variability of aerosols and cirrus clouds, we use a standard deviation with a factor of 50 for each atmospheric level. A standard deviation of 0.32 is used for both CH$_4$ and H$_2$O scale factors. For the temperature offset we use a standard deviation of 3.2 K. We use a standard deviation of 1 for albedo and standard deviation of 0.01 cm$^{-1}$ for albedo slope of each band.

The retrieval utilizes tabulated spectroscopic parameters for each trace gas; CO$_2$ and O$_2$ include line-mixing and are taken from v3.2 of the OCO line-lists [Crisp et al., 2012], whereas CH$_4$ and H$_2$O are from the TCCON line-lists (Geoffrey Toon, personal communication, 2011). These are based on HITRAN08 [Rothman et al., 2009] with updates to CO$_2$ [Toth, 2005], H$_2$O [Toth et al., 2008; Jenouvrier et al., 2007] and CH$_4$ [Frankenberg et al., 2008].

We apply the recommended radiometric calibration and solar diffuser degradation correction to the latest versions of the GOSAT Level 1B files (050.050C, 080.080C, 100.100C, 110.110C and 130.130C) acquired via the GOSAT User Interface Gateway. We calculate the noise from the standard deviation of the out-of-band signal and approximate the measured radiance by taking the average of the polarized intensities.

We only use spectra over land with a solar zenith angle less than 70° and signal-to-noise ratio higher than 50 in each band. We also prescreen for non-saturated measurements using mean band 2 out-of-band radiances <3.5 $\times$ 10$^{-5}$ and mitigate the effects of micro-vibrations [Suto et al., 2011] by limiting the along-track and cross-track angle errors to within 3-sigma values (inferred from August 2009) of <0.05° and <0.007° respectively, such that large pointing errors are removed. Additionally, we calculate the surface pressure for all locations where U.S. Geological Survey (USGS) TOPO30 altitude information exists within an IFOV (~60 points), and screen for areas of large surface variations where the surface pressure may vary significantly, using a standard deviation threshold of <10 hPa.

Similar to Taylor et al. [2012], we use a cloud detection method based on the difference between retrieved clear-sky surface pressure from an O$_2$ A band retrieval and surface pressure from ECMWF interpolated to the location and time, where the maximum difference allowed is 20 hPa [Parker et al., 2011]. Our approach uses only a small spectral window (13056 to 13074.8 cm$^{-1}$) where the O$_2$ A band absorption shows only a weak dependence on temperature.

We apply a number of postscreening criteria to the successful retrievals to reduce the scatter and to remove problematic and potentially biased retrievals. An overview of the empirically derived postscreening criteria is shown in Table 1, with its application shown for a combination of seven TCCON sites (see Section 3) over a two year period in...
Factors have an effect with the X also find correlations of temperature and water vapor scale retrieved aerosol amount (AOD >0.5) are also removed. We-categories ice/snow if the value is >4. Scenes containing a large Year Month Total From L1B Passed Prescreen O2 Completed Cloudy Exposures Clear Exposures Retrieval Completed Passed Postscreen

Table 2. UoL-FP v3G Retrieval Statistics for 1 Year of Daytime, Land Only Global GOSAT Observations

<table>
<thead>
<tr>
<th>Year Month</th>
<th>Total From L1B</th>
<th>Passed Prescreen</th>
<th>O2 Completed</th>
<th>Cloudy Exposures</th>
<th>Clear Exposures</th>
<th>Retrieval Completed</th>
<th>Passed Postscreen</th>
</tr>
</thead>
<tbody>
<tr>
<td>200906</td>
<td>126745</td>
<td>55303</td>
<td>51768</td>
<td>27863</td>
<td>23905</td>
<td>22881</td>
<td>5724</td>
</tr>
<tr>
<td>200907</td>
<td>139663</td>
<td>61514</td>
<td>57799</td>
<td>31098</td>
<td>26701</td>
<td>25660</td>
<td>7474</td>
</tr>
<tr>
<td>200908</td>
<td>139615</td>
<td>60201</td>
<td>56234</td>
<td>30330</td>
<td>25904</td>
<td>24928</td>
<td>7306</td>
</tr>
<tr>
<td>200909</td>
<td>141572</td>
<td>62622</td>
<td>56988</td>
<td>29217</td>
<td>27771</td>
<td>27012</td>
<td>6761</td>
</tr>
<tr>
<td>200910</td>
<td>150659</td>
<td>70907</td>
<td>63121</td>
<td>27433</td>
<td>35688</td>
<td>34135</td>
<td>6197</td>
</tr>
<tr>
<td>200911</td>
<td>146340</td>
<td>72724</td>
<td>64645</td>
<td>24510</td>
<td>40135</td>
<td>37844</td>
<td>4563</td>
</tr>
<tr>
<td>200912</td>
<td>149908</td>
<td>74701</td>
<td>67443</td>
<td>24562</td>
<td>42881</td>
<td>39356</td>
<td>4358</td>
</tr>
<tr>
<td>201001</td>
<td>146740</td>
<td>65452</td>
<td>58947</td>
<td>23001</td>
<td>35946</td>
<td>32395</td>
<td>4213</td>
</tr>
<tr>
<td>201002</td>
<td>145925</td>
<td>62328</td>
<td>56048</td>
<td>24161</td>
<td>31887</td>
<td>30089</td>
<td>3492</td>
</tr>
<tr>
<td>201003</td>
<td>158284</td>
<td>64685</td>
<td>59158</td>
<td>27064</td>
<td>32094</td>
<td>30811</td>
<td>3691</td>
</tr>
<tr>
<td>201004</td>
<td>138638</td>
<td>55586</td>
<td>50783</td>
<td>26310</td>
<td>24473</td>
<td>23207</td>
<td>3484</td>
</tr>
<tr>
<td>201005</td>
<td>134472</td>
<td>58267</td>
<td>54104</td>
<td>29010</td>
<td>25094</td>
<td>23719</td>
<td>3015</td>
</tr>
<tr>
<td>Total</td>
<td>1718561</td>
<td>764290</td>
<td>697038</td>
<td>324559</td>
<td>372479</td>
<td>352937</td>
<td>62278</td>
</tr>
</tbody>
</table>

Figure 1. Box-whisker plot of $X_{CO2}$ retrieved from GOSAT for seven TCCON sites combined between April 2009 and May 2011. The effect of each postscreen parameter is shown sequentially along the x-axis.

Figure 1. The post screen threshold values were inferred from correlations of various parameters with the $X_{CO2}$ bias between GOSAT and TCCON for coincident observations over Lamont/USA and Darwin/Australia (see Section 3) and by considering the distribution and scatter of global $X_{CO2}$ data retrieved for August 2009. The postscreen selects only converged retrievals with a good spectral fit (where the normalized $\chi^2$ of the fit residual is \sim 1) and a low posterior error of $X_{CO2}$ (<1.6 ppm). In addition, we also filter for a number of parameters related to thin clouds and aerosols, which include: the difference between retrieved and ECMWF surface pressure (0–16 hPa), the retrieved cirrus optical depth (<0.05), the band 4 (TIR) brightness temperature difference (BTD) between 8 µm and 11 µm (where >0 indicates cloud/cirrus), a test for cirrus based on the radiance ratio of 2.1038 µm to 2.0906 µm (where cirrus absorption occurs below a value of 0.98), and the ratio of 0.76 µm to 2.06 µm albedo that indicates ice/snow if the value is >4. Scenes containing a large retrieved aerosol amount (AOD >0.5) are also removed. We also find correlations of temperature and water vapor scale factors have an affect with the $X_{CO2}$ bias; therefore we remove cases where these have clear outliers, which indicates a poor retrieval.

3. Comparison With the Total Carbon Column Observing Network (TCCON)

The Total Carbon Column Observing Network (TCCON) is a network of ground-based, solar absorption, near infrared, Fourier transform spectrometers that measure atmospheric columns of the gases CO2, CO, CH4, H2O and others with a precision of 0.25% for CO2 [Wunch et al., 2010, 2011a], making it an ideal data set for validation of retrieved $X_{CO2}$ from GOSAT. Since the TCCON instruments are direct solar-viewing, the effects of aerosol and high cirrus cloud are negligible. To maintain consistency between different TCCON observatories, all sites use the same instrumentation and the same software for data processing and analysis. This includes the conversion of raw interferograms into spectra, which are then spectrally fitted using the GFIT algorithm with subsequent quality controls applied to the column abundances [Wunch et al., 2011a]. Wunch et al. [2010] compared the retrieved $X_{CO2}$ from TCCON with aircraft observations using 14 coincident profiles and found that a single, global calibration factor of 0.989 accurately matches the data within the error. Subsequently, Messerschmidt et al. [2012] On average, we observed a bias in retrieved surface pressure of \sim 4 hPa, which is lower than reported by Crisp et al. [2012]. This bias has been suggested to be due to deficiencies in the O2 A band spectroscopy and that scaling the line strength of O2 could reduce it [Butz et al., 2011]. For our retrieval, instead of scaling the line strength, we correct for the systematic overestimates of surface pressure by normalizing the retrieved $X_{CO2}$, with the ratio of retrieved surface pressure and ECMWF surface pressure.

A total of 1,718,561 GOSAT observations globally over land between June 2009 and May 2010 have been processed, reducing to 764,290 scenes (44.47%) once prescreened. These were then cloud-screened, leaving 372,479 scenes (21.67%) to be retrieved, which reduced to a total of 62,278 (3.62%) retrievals of $X_{CO2}$ once postscreened. Details of this are given in Table 2. Additionally, we processed a total of 172,193 GOSAT observations over land for seven sites of the Total Carbon Column Observing Network (TCCON) between April 2009 and May 2011. Once prescreened, cloud-screened and postscreened 5,860 (3.40%) observations remained, details of which can be found in Table 3.
Table 3. Statistics for the Un-FP-$v_3$G Comparison to TCCON, Where the Bias, $\sigma$, and $r$ Were Calculated Using Coincident Daily Mean Data and Other Parameters Calculated From Individual Coincident Points

<table>
<thead>
<tr>
<th>Coordinating Points</th>
<th>Site</th>
<th>From LIB</th>
<th>Measure</th>
<th>A Posterior Mean Smoothing Error (ppm)</th>
<th>Mean Smoothing Error (ppm)</th>
<th>$r$ (Pearson)</th>
<th>Single Sounding Error (ppm)</th>
<th>$\sigma$ (ppm)</th>
<th>Period</th>
<th>Days</th>
<th>Percent Passed</th>
<th>Bias (ppm)</th>
<th>Passed</th>
<th>Passed</th>
<th>Passed</th>
<th>Passed</th>
<th>Passed</th>
<th>Passed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bialystok</td>
<td>(53.230 N)</td>
<td>29376</td>
<td>Cloudy</td>
<td>0.09</td>
<td>2.28</td>
<td>0.83</td>
<td>0.22</td>
<td>0.20</td>
<td>2.20</td>
<td>1.24</td>
<td>0.21</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>Bremen</td>
<td>(53.100 N)</td>
<td>24054</td>
<td>Prescreen</td>
<td>0.50</td>
<td>2.96</td>
<td>0.56</td>
<td>0.79</td>
<td>3.05</td>
<td>2.73</td>
<td>1.20</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Orleans</td>
<td>(47.970 N)</td>
<td>24047</td>
<td>Postscreen</td>
<td>0.18</td>
<td>2.44</td>
<td>0.79</td>
<td>0.79</td>
<td>3.05</td>
<td>2.73</td>
<td>1.20</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Lamont</td>
<td>(36.604 N)</td>
<td>24047</td>
<td>Passed</td>
<td>0.35</td>
<td>2.04</td>
<td>0.85</td>
<td>2.35</td>
<td>2.20</td>
<td>1.20</td>
<td>1.20</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>Darwin</td>
<td>(12.424 S)</td>
<td>17273</td>
<td>Passed</td>
<td>0.87</td>
<td>2.35</td>
<td>0.85</td>
<td>2.35</td>
<td>2.20</td>
<td>1.20</td>
<td>1.20</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>Wollongong</td>
<td>(34.419 S)</td>
<td>172193</td>
<td>Total</td>
<td>0.20</td>
<td>2.26</td>
<td>0.75</td>
<td>2.46</td>
<td>1.14</td>
<td>2.46</td>
<td>1.14</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td></td>
</tr>
</tbody>
</table>

[C21] The standard deviation of the retrieved $X_{CO_2}$ inferred from comparisons to coincident TCCON data is substantially lower than reported by other algorithms [e.g., Crisp et al., 2012; Morino et al., 2011; Oshchepkov et al., 2012]. Using single soundings instead of daily means, we find a standard deviation of 2.46 ppm. The average of the bias per station is 0.10 ppm with a range of $-0.87$ to 0.77 ppm and a standard deviation of 0.56 ppm (using daily mean data). We find the mean correlation coefficient between GOSAT and TCCON observations to be 0.75. The mean bias and scatter are largely influenced by the large number of soundings over the Lamont site. The highest scatter is observed for Bremen, which has the lowest number of scenes (see Table 3 for details).

[26] We performed $X_{CO_2}$ retrievals from GOSAT between April 2009 and May 2011 over seven TCCON sites: Lamont/USA, Park Falls/USA, Orleans/France, Bialystok/Poland, Bremen/Germany, Darwin/Australia and Wollongong/Australia. These sites were selected to provide northern and southern hemispheric data with at least 200 GOSAT soundings per site. We use all prescreened, cloudscreened and postscreened GOSAT measurements over land within a coincidence criteria of $5^\circ$ of each TCCON site and $\pm2$ hours of TCCON observations. The coincidence criteria is a compromise between a sufficient number of soundings and the spatial distance from a TCCON site.

[25] We performed $X_{CO_2}$ retrievals from GOSAT between April 2009 and May 2011 over seven TCCON sites: Lamont/USA, Park Falls/USA, Orleans/France, Bialystok/Poland, Bremen/Germany, Darwin/Australia and Wollongong/Australia. These sites were selected to provide northern and southern hemispheric data with at least 200 GOSAT soundings per site. We use all prescreened, cloudscreened and postscreened GOSAT measurements over land within a coincidence criteria of $5^\circ$ of each TCCON site and $\pm2$ hours of TCCON observations. The coincidence criteria is a compromise between a sufficient number of soundings and the spatial distance from a TCCON site.
(factor of \(\sim 2\) on average) larger than that predicted from the a posteriori error, which we find on average to be 1.14 ppm. The additional scatter observed is likely introduced by cloud perturbations, variations of aerosols, and other geophysical parameters. A similar value is reported by O’Dell et al. [2012] from simulations.

There are some outliers between GOSAT and TCCON retrievals that have passed our screening and are likely due to scattering caused by undetected clouds or aerosols. Thus, we have also tested the effect of applying stricter postscreening, which when applied caused many of these outliers to be removed, reducing the mean bias to \(-0.08\) ppm and the scatter to 1.92 ppm (of daily means), but at the cost of the number of exposures (see Table 4 for details).

This comparison has not taken into account the effect of the different averaging kernels \(A\) and a priori, which describe the sensitivity of a retrieval algorithm to the true state throughout the atmosphere [Rogers, 2000; Rogers and Connor, 2003]. The retrieved \(X_{CO_2}\) for GOSAT and TCCON depends on the averaging kernel and the a priori used in the retrieval algorithm according to:

\[
X_{CO_2} = h^T x_a + h^T A (x - x_a)
\]

where \(h^T\) is the transpose of the pressure weighting function [O’Dell, 2010], \(x\) is the true VMR profile, and \(x_a\) is the a priori VMR profile. A consequence of equation (1) is that the true and the retrieved \(X_{CO_2}\) will differ if \(A\) is different from the Unity matrix. This difference is referred to as the smoothing error and it will be different for the GOSAT and TCCON retrievals due to their different averaging kernels and a priori values.

We have assessed this effect on the comparison of \(X_{CO_2}\) retrievals from GOSAT and TCCON by calculating the \(X_{CO_2}\) retrieved from GOSAT and TCCON using GEOS-Chem model (described in Section 4) calculations as the true \(CO_2\) profile. Since the GEOS-Chem model calculations will not necessarily represent the true atmospheric \(CO_2\) profiles these values for smoothing error differences will only represent a rough estimate.

For each of the seven TCCON sites considered, GEOS-Chem was interpolated temporally to the observation time of TCCON and GOSAT using the GEOS-Chem grid cell that includes the TCCON site. The averaging kernels were applied to GEOS-Chem for the period of April 2009 to December 2010 where both model, TCCON and GOSAT data exist. Only TCCON data that was temporally closest to

---

**Figure 2.** Comparison of retrieved \(X_{CO_2}\) from GOSAT with retrieved \(X_{CO_2}\) from seven TCCON site for coincident cloud-screened observations within 2 hours and 5° between April 2009 and May 2011. All TCCON data shown in light green, coincident daily mean TCCON shown in dark green, all GOSAT data shown in light red and daily mean GOSAT shown in dark red (with daily mean points with only one value per day are represented by open circles). The average difference between the daily means is given as the bias (ranging from \(-0.87\) to 0.77 ppm), the standard deviation of daily means by the Std (between 2.04 and 2.96 ppm) and the correlation coefficient of daily means by \(r\) (\(-0.10\) at Darwin to 0.85 at Park Falls). The lower right panel gives the correlation of daily mean coincident retrieved GOSAT \(X_{CO_2}\) with daily mean TCCON \(X_{CO_2}\) within ±2 hours for the seven sites. This gives an overall bias of \(-0.20\) ppm, scatter of 2.26 ppm and correlation of 0.75 between GOSAT and TCCON \(X_{CO_2}\).
TABLE 4. Statistics for the UoL-FP v3G Comparison to TCCON With Stricter Postscreen, Where the Bias, \( \sigma \), and \( r \) Were Calculated Using Coincident Daily Mean Data and Other Parameters Calculated From Individual Coincident Points

| Site          | TCCON Total Days | Passed Days | Passed Cloudy Days | Coincident Days | TCCON Passed | TCCON Percent Passed | GOSAT Mean Bias (ppm) | GOSAT \( \sigma \) (ppm) | TCCON \( \sigma \) (ppm) | TCCON Mean Bias (ppm) | GOSAT \( r \) (Pearson) | TCCON \( r \) (Pearson) | TCCON Mean Smoothing Error (ppm) | GOSAT Mean Smoothing Error (ppm) | TCCON Mean Smoothing Error Difference (ppm) | GOSAT Mean Smoothing Error Difference (ppm) | TCCON Mean Smoothing Error Difference (ppm) | GOSAT Mean Smoothing Error Difference (ppm) |
|---------------|------------------|-------------|-------------------|-----------------|--------------|---------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| Bialystok     | 29376            | 8321        | 61.16             | 179             | 0.05         | 0.91                | 1.79                 | 1.22                 | 0.21                 | 0.05                 | 0.14                 | 1.19                 | 2.33                 | 1.13                 | 0.14                 | 0.08                 | 0.14                 | 0.08                 | 0.14                 |
| Bremen        | 24054            | 5484        | 66.36             | 87              | -0.60        | 1.99                | 1.46                 | 1.13                 | 0.06                 | -0.50                | 0.85                 | 2.65                 | 1.19                 | 1.13                 | 0.08                 | 0.22                 | 0.22                 | 0.08                 | 0.22                 |
| Orleans       | 24047            | 9511        | 61.32             | 32.6            | 0.02         | 2.04                | 1.86                 | 1.14                 | 0.06                 | -0.50                | 1.13                 | 2.33                 | 1.19                 | 1.13                 | 0.08                 | 0.22                 | 0.22                 | 0.08                 | 0.22                 |
| Park Falls    | 33277            | 9511        | 61.32             | 32.6            | 0.02         | 2.04                | 1.86                 | 1.14                 | 0.06                 | -0.50                | 1.13                 | 2.33                 | 1.19                 | 1.13                 | 0.08                 | 0.22                 | 0.22                 | 0.08                 | 0.22                 |
| Lamont        | 30984            | 9888        | 55.2              | 24              | -0.23        | 1.50                | 0.84                 | 1.19                 | 0.06                 | -0.50                | 0.85                 | 2.04                 | 1.04                 | 1.04                 | 0.08                 | 0.22                 | 0.22                 | 0.08                 | 0.22                 |
| Darwin        | 17273            | 4511        | 61.32             | 32.6            | 0.02         | 2.04                | 1.86                 | 1.14                 | 0.06                 | -0.50                | 0.85                 | 2.04                 | 1.04                 | 1.04                 | 0.08                 | 0.22                 | 0.22                 | 0.08                 | 0.22                 |
| Wollongong    | 13182            | 4971        | 50.45             | 36.3            | 0.48         | 1.70                | 0.70                 | 1.19                 | 0.06                 | -0.50                | 1.13                 | 2.33                 | 1.19                 | 1.13                 | 0.08                 | 0.22                 | 0.22                 | 0.08                 | 0.22                 |
| Total         | 172193           | 48471       | 53.57             | 3355            | 0.08         | 1.84                | 0.81                 | 1.11                 | 0.14                 | 0.18                 | 0.14                 | 1.11                 | 1.11                 | 1.11                 | 0.14                 | 0.14                 | 0.14                 | 0.14                 |

GOSAT data, which was coincident within \( \pm 2 \) hours and \( 5^\circ \) of each TCCON site was used.

[34] The mean smoothing errors of TCCON and GOSAT were calculated as 0.12 ppm and 0.27 ppm respectively. The mean smoothing error difference between the model \( X_{\text{CO}_2} \) with GOSAT averaging kernels applied and the model \( X_{\text{CO}_2} \) with TCCON averaging kernels applied was found to be \(-0.14 \) ppm. The average of the mean smoothing error difference per station is \(-0.22 \) ppm with Lamont having the smallest mean smoothing error difference of \(-0.05 \) ppm and Orleans having the largest mean smoothing error difference of \(-0.50 \) ppm. The standard deviation of the mean smoothing error difference per site is 0.18 ppm. The mean of the scatter of the smoothing error difference per station is 0.19 ppm, with a standard deviation of 0.09 ppm. We observe the smoothing error difference to have a small seasonal cycle dependence, with northern hemispheric sites varying from approximately \(-1.5 \) ppm to 0.5 ppm and a lower amplitude for southern hemisphere stations where the seasonal cycle is reduced. Hence, for southern hemispheric sites the difference of the smoothing errors has a very small impact on the comparison of GOSAT with TCCON. However, for northern hemispheric sites there is a seasonal cycle dependence between GOSAT and TCCON \( X_{\text{CO}_2} \) due to the smoothing error difference (see Figure 3). If we apply the point-by-point smoothing error difference to the coincident TCCON data, we find the mean bias of GOSAT compared to TCCON to increase by \( 0.14 \) ppm but the standard deviation and correlation coefficient to remain the same (see Table 5 for further details). It cannot be expected that the estimates are necessarily representing the correct value for each individual sounding as this would require that the model reproduces the shape of the \( \text{CO}_2 \) profile at each time step and location. Indeed, we find that including the smoothing error estimates from GEOS-Chem to the GOSAT-TCCON comparisons worsens the comparisons for some sites while it improves it for others.

4. Comparison to the GEOS-Chem Chemistry Transport Model

[35] We compare one year of GOSAT \( X_{\text{CO}_2} \) retrievals with \( \text{CO}_2 \) atmospheric concentrations from the GEOS-Chem global 3-D chemistry transport model (v8-02-01) [Feng et al., 2011]. The GEOS-Chem simulations use assimilated GEOS-5 meteorology from the Global Modeling and Assimilation Office based at NASA Goddard to drive the model. For the surface \( \text{CO}_2 \) fluxes, GEOS-Chem assimilates annual fossil fuel emissions estimated from CDIAC, biofuel emissions obtained from Yevich and Logan [2003] climatology, monthly biomass burning emissions extracted from the third version of the Global Fire Emission Database (GFEDv3) that uses observations of the land surface by ground-based and satellite instruments, monthly ocean fluxes that are derived from sea-surface \( \text{pCO}_2 \) observations [Takahashi et al., 2009], and biospheric fluxes that are computed using the CASA biosphere model [Randerson et al., 1997]. The CASA model is three hourly and is constrained by GEOS-meteorology output and Normalized Difference Vegetation Index (NDVI). The mixing depths and surface fields are updated every three hours and the GEOS-5 meteorology is updated every six hours. The 4D fields include...
47 vertical levels and a horizontal grid resolution of 2° latitude by 2.5° longitude. The GEOS-Chem simulations are forced by posterior fluxes inferred from the GLOBALVIEW CO₂ product, that includes 2009 to 2010 data [GLOBALVIEW-CO₂, 2011]. The GLOBALVIEW data from 78 surface sites are assimilated to estimate monthly surface fluxes over 144 global regions by using an ensemble Kalman Filter (EnKF) [Feng et al., 2009, 2011]. Feng et al. [2011] reported that the GEOS-Chem model is within 1.5 ppm of free and upper troposphere aircraft vertical profile measurements and CO₂ retrieved from Atmospheric InfraRed Sounder (AIRS) observations. Additionally, GEOS-Chem is on average within 0.5 to 1.0 ppm of observed partial CO₂ columns from the HIAPER Pole-to-Pole

![Calculated smoothing error differences for seven TCCON sites, for coincident cloud-screened observations within 2 hours and 5° between April 2009 and December 2010. The standard deviation of the smoothing error difference values are given by the Std (between 0.07 and 0.32 ppm).](image)

**Figure 3.** Calculated smoothing error differences for seven TCCON sites, for coincident cloud-screened observations within 2 hours and 5° between April 2009 and December 2010. The standard deviation of the smoothing error difference values are given by the Std (between 0.07 and 0.32 ppm).

<table>
<thead>
<tr>
<th>TCCON Site</th>
<th>Bias Without SED (ppm)</th>
<th>σ Without SED (ppm)</th>
<th>r Without SED (Pearson)</th>
<th>Bias With SED (ppm)</th>
<th>σ With SED (ppm)</th>
<th>r With SED (Pearson)</th>
<th>Bias Difference (ppm)</th>
<th>σ Difference (ppm)</th>
<th>r Difference (Pearson)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bialystok (53.230°N)</td>
<td>−0.13</td>
<td>2.34</td>
<td>0.73</td>
<td>−0.34</td>
<td>2.47</td>
<td>0.7</td>
<td>−0.21</td>
<td>0.13</td>
<td>−0.03</td>
</tr>
<tr>
<td>Bremen (53.100°N)</td>
<td>0.43</td>
<td>2.73</td>
<td>0.64</td>
<td>0.39</td>
<td>2.77</td>
<td>0.64</td>
<td>−0.04</td>
<td>0.04</td>
<td>0.00</td>
</tr>
<tr>
<td>Orleans (47.970°N)</td>
<td>−0.44</td>
<td>2.48</td>
<td>0.73</td>
<td>−0.91</td>
<td>2.44</td>
<td>0.74</td>
<td>−0.47</td>
<td>−0.04</td>
<td>0.00</td>
</tr>
<tr>
<td>Park Falls (45.945°N)</td>
<td>−0.37</td>
<td>2.84</td>
<td>0.77</td>
<td>−0.71</td>
<td>2.85</td>
<td>0.77</td>
<td>−0.34</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Lamont (36.604°N)</td>
<td>−0.08</td>
<td>2.23</td>
<td>0.66</td>
<td>−0.09</td>
<td>2.23</td>
<td>0.66</td>
<td>−0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Darwin (12.424°S)</td>
<td>−0.96</td>
<td>2.36</td>
<td>0.09</td>
<td>−1.06</td>
<td>2.35</td>
<td>0.10</td>
<td>−0.10</td>
<td>−0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Wollongong (34.406°S)</td>
<td>0.91</td>
<td>2.47</td>
<td>0.24</td>
<td>0.67</td>
<td>2.47</td>
<td>0.24</td>
<td>−0.24</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Total</td>
<td>−0.15</td>
<td>2.44</td>
<td>0.66</td>
<td>−0.29</td>
<td>2.44</td>
<td>0.66</td>
<td>−0.14</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*The bias, σ and r were calculated using coincident daily mean data and other parameters calculated from individual coincident points, between April 2009 and December 2010.*
Observation (HIPPO) project (James Barlow, personal communication, 2012). The GEOS-Chem model vertical transport errors are estimated to be less than $24$ ppm. This is supported by complementary model evaluation studies of CH$_4$, CH$_3$CCl$_3$, and SF$_6$ [e.g., Fraser et al., 2011; Patra et al., 2011]. We have compared TCCON X$_{CO_2}$ with that of GEOS-Chem (convolved with the TCCON averaging kernels) for each of the seven sites considered and find GEOS-Chem to have a mean bias of $0.09$ ppm, standard deviation of $1.23$ ppm and correlation coefficient of $0.93$, comparing better than GOSAT with TCCON (see Figure A1). Based on our current understanding of model performance we conclude that the model should well reproduce large scale features of the atmospheric CO$_2$ distribution and that differences between GOSAT and GEOS-Chem are likely due to GOSAT retrieval biases. Although, model errors could also contribute to any observed differences.
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Figure 4. Comparison of X$_{CO_2}$ retrieved from GOSAT and X$_{CO_2}$ calculated from GEOS-Chem CO$_2$ profiles convolved with the scene-specific GOSAT averaging kernel. Shown for each season is (top) X$_{CO_2}$ retrieved from GOSAT, (middle) the difference between GOSAT and GEOS-Chem, and (bottom) a zonal mean comparison of them. The global maps indicate the largest differences are observed over desert regions, such as the Sahara and central Asia. The zonal mean comparison shows a very good agreement between GOSAT and GEOS-Chem. It also includes the average TCCON X$_{CO_2}$ from each site which in general agrees, with observed differences mostly due to zonal averaging of GOSAT/GEOS-Chem data.

Observation (HIPPO) project (James Barlow, personal communication, 2012). The GEOS-Chem model vertical transport errors are estimated to be less than $24$ ppm. This is supported by complementary model evaluation studies of CH$_4$, CH$_3$CCl$_3$, and SF$_6$ [e.g., Fraser et al., 2011; Patra et al., 2011]. We have compared TCCON X$_{CO_2}$ with that of GEOS-Chem (convolved with the TCCON averaging kernels) for each of the seven sites considered and find GEOS-Chem to have a mean bias of $0.09$ ppm, standard deviation of $1.23$ ppm and correlation coefficient of $0.93$, comparing better than GOSAT with TCCON (see Figure A1). Based on our current understanding of model performance we conclude that the model should well reproduce large scale features of the atmospheric CO$_2$ distribution and that differences between GOSAT and GEOS-Chem are likely due to GOSAT retrieval biases. Although, model errors could also contribute to any observed differences.

Figure 4 shows the comparison between X$_{CO_2}$ from GOSAT and GEOS-Chem for each season, where the GEOS-Chem CO$_2$ profiles were interpolated to the locations and times of the GOSAT observations, and convolved with the averaging kernel (equation (1)) to obtain X$_{CO_2}$ as measured by GOSAT. Overall, the spatial and temporal distribution of X$_{CO_2}$ agrees well between GOSAT and GEOS-Chem. The mean difference observed between GOSAT and GEOS-Chem X$_{CO_2}$ varies from $-1.43$ to $-0.82$ ppm seasonally, with the standard deviation ranging from $2.41$ to $2.71$ ppm. We find high correlations of the seasonal latitudinal gradient with correlation coefficients ranging between $0.73$ and $0.96$, but slightly poorer global point-by-point correlation coefficients with values between $0.37$ and $0.64$. Between June 2009 and May 2010 we find the correlation between the GOSAT and GEOS-Chem annual mean latitudinal gradient is $0.76$ and the annual spatial variability to have a global mean difference of $-1.22$ ppm, standard deviation of $2.59$ ppm and correlation of $0.61$ (not shown in figures).

Over desert regions such as the Sahara, Saudi Arabia and Australia, we find differences between GOSAT and GEOS-Chem of up to $3$ ppm. The medium gain mode is predominantly used over desert areas where surface reflectance causes the signal intensity to be high. Suto et al. [2011] found that TANSO-FTS instrument micro-vibrations produced a larger effect on medium gain observations and X$_{CO_2}$ retrievals of medium gain have been observed to be $1\%$ higher than that of high gain [Crisp et al., 2012]. However, we find for desert regions observed with the high gain mode, such as central Asia, also give similar differences in X$_{CO_2}$ compared to GEOS-Chem. Since all these regions include high albedo in the 1.61 and 2.06 $\mu$m CO$_2$ bands and high levels dust, the X$_{CO_2}$ difference is not solely due to gain issues (as suggested by Crisp et al. [2012]) but also potentially an aerosol or other instrumental related issue.

The time series of X$_{CO_2}$ from GOSAT and GEOS-Chem for a number of different regions are shown in Figure 5. We find the seasonal cycle to match very well between GOSAT and GEOS-Chem for both northern and southern hemispheres, but we observe a difference of $1.5$ ppm in the northern hemisphere throughout the year and a smaller
difference of 0.63 ppm in the southern hemisphere. GOSAT and GEOS-Chem $X_{CO_2}$ show a high consistency for both Europe and the USA, with a $X_{CO_2}$ difference of 0.20 ppm and 0.56 ppm and correlation coefficients of 0.73 and 0.70, respectively. On average, GOSAT and GEOS-Chem agree for South Asia with a mean difference of 0.53 ppm and correlation coefficient of 0.68, but we view differences in the seasonal cycle with GEOS-Chem over-estimating the $X_{CO_2}$ in autumn 2009 and under-estimating during spring 2010.

Few GOSAT soundings are observed over the Amazon due to tropical clouds, and those measurements that are retrieved have a large standard deviation (3.56 ppm) that is potentially due to partial cloud contamination. Similarly, we see a larger scatter in tropical Africa during autumn and spring for GOSAT, whereas winter and summer have a reduced scatter and have similar values as GEOS-Chem. A very high agreement is observed for NW Russia with a correlation coefficient of 0.81 and a mean $X_{CO_2}$ difference of 0.43 ppm.

In central Asia where a desert region is observed with the high gain mode, we observe the seasonal cycle of GOSAT and GEOS-Chem to agree well ($r = 0.76$), but consistently with a $X_{CO_2}$ ppm difference in value. We also find a $X_{CO_2}$ ppm mean difference over the Sahara between GOSAT and GEOS-Chem $X_{CO_2}$ where a desert region is observed with the medium gain mode, but the seasonal cycle agrees well with a correlation coefficient of 0.80. Australia, which comprises partially of desert and is observed partially with medium
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**Figure 5.** Comparison of $X_{CO_2}$ retrieved from GOSAT and $X_{CO_2}$ calculated from GEOS-Chem CO$_2$ profiles convolved with the scene-specific GOSAT averaging kernel, for a number of different regions between June 2009 and May 2010. The locations of these regions are indicated on the map by the black boxes (top left). The top center and top right panels give the time series of GOSAT and GEOS-Chem data for the northern and southern hemispheres, showing the seasonal cycle to be well matched but with GOSAT data offset lower by $-1.50$ ppm in the northern hemisphere and $-0.63$ ppm in the southern hemisphere. The second row of plots show a very good agreement between GOSAT and GEOS-Chem both in value and seasonality for regions containing urban environments. Below these, the time series of forested regions are shown, with GOSAT reproducing the GEOS-Chem data very well but with a larger scatter and fewer data points. The bottom panels show the time series for 3 different desert regions, with GOSAT matching the seasonal cycle of GEOS-Chem very well but offset lower in value from $-0.86$ to $-2.99$ ppm.
and high gain modes, also shows a difference in \(X_{CO2}\) between GOSAT and GEOS-Chem with a value of 0.86 ppm.

5. Bias Correction Scheme

[42] A bias correction method was developed to help identify and reduce the observed biases of retrieved \(X_{CO2}\) from GOSAT, especially over desert areas. Similar to Wunch et al. [2011b], our bias correction method is based on a multivariate linear regression of the difference between pseudo observations and retrieved \(X_{CO2}\) from GOSAT between July 2009 to June 2010 over the region south 25°S where the variability of \(CO2\) is low. The pseudo-observations were generated using GEOS-Chem calculations to provide information on vertical profile and spatial variations while the temporal variations and absolute values were scaled to match Wollongong/Australia (34.406°S) and Lauder/New Zealand (45.038°S) TCCON measurements. Initially we used all retrieval parameters and observation related parameters. Similar to Wunch et al. [2011b], we then identified the four parameters with the highest correlation to obtain the following equation:

\[
X_{CO2}^{bias-corrected} = X_{CO2}^{retrieved} + 4.19 - 0.564 \cdot CO2\_Signal\_Ratio - 0.193 \cdot (\Delta P \ [hPa]) + 56.8 \cdot Ice\_Optical\_Depth + 0.256 \cdot 10^{-5} \cdot O2\_Albedo\_Slope \quad (2)
\]

These parameters have been identified by the regression which does not provide a means of identifying the physical link. We observe a correlation \((r = 0.37)\) of the \(X_{CO2}\) difference with the ratio of the mean signal of the 1.61 \(\mu\)m \(CO2\) band to the 2.06 \(\mu\)m \(CO2\) band \((CO2\_Signal\_Ratio)\), which may be a consequence of the spectroscopic differences of the different \(CO2\) bands, but might also relate to aerosols or albedo. Spectroscopic errors may also result in systematic effects in the retrieved surface pressure as shown by Wunch et al. [2011b] and we find the \(X_{CO2}\) difference to correlate \((r = 0.30)\) with delta surface pressure \((\Delta P)\), even though we already normalize the \(X_{CO2}\) with the surface pressure ratio. An anti-correlation \((r = -0.22)\) of the \(X_{CO2}\) difference with retrieved cirrus optical depth \((Ice\_Optical\_Depth)\) is observed which indicates the path length was altered. Based on the geographical location of the bias correction for this parameter we can tell the ice optical depth refers to cirrus clouds. We also find an anti-correlation \((r = -0.29)\) of the \(X_{CO2}\) difference with the slope of the band 1 albedo \((O2\_Albedo\_Slope)\) which may be due to errors in the \(O2\ A\) band spectroscopy, zero-level offsets, or variations in signal intensity over vegetation regions that could be caused by not accounting for the known fluorescence [Frankenberg et al., 2011].

[43] Whilst Wunch et al. [2011b] found biases partially due to air mass and the \(O2\ A\) band signal, we do not find any correlation between the air mass and the \(X_{CO2}\) difference \((r = 0.01)\) nor the \(O2\ A\) band signal \((r = 0.01)\). Additionally, we already retrieve a zero level offset in the \(O2\ A\) band to mitigate the effects of the GOSAT Band 1 non-linearity and partially fluorescence [Butz et al., 2011; Frankenberg et al., 2011, 2012; Suto et al., 2011].

[44] We applied this bias correction to one year (June 2009 to May 2010) of \(X_{CO2}\) retrieved from GOSAT globally and compared it to \(X_{CO2}\) calculated from the GEOS-Chem model with GOSAT averaging kernels applied. We find the annual mean global difference to be reduced from \(-1.22 \ ppm\) to \(-0.68 \ ppm\) and the correlation to increase from 0.61 to 0.74.

[45] Figure 6 shows a comparison between GOSAT and GEOS-Chem \(X_{CO2}\) latitudinal gradients for each season, comparing with and without the bias correction. The seasonal latitudinal gradients show improvements with increases of the correlation between 0.01 and 0.18 depending on the season, for DJF the improvement in correlation coefficient is marginal.
The majority of the improvement occurs in the northern hemisphere, especially over the Sahara region.

The time series of bias corrected $\text{X}_\text{CO}_2$ retrieved from GOSAT compared to GEOS-Chem data for different regions is shown in Figure 7. We find that for most regions the bias, standard deviation and correlation coefficient have improved. In particular, the bias correction has considerably reduced the larger differences previously seen over desert regions; the difference over the Sahara has reduced from $-2.99$ ppm to $-1.20$ ppm, the difference over Australia has reduced to about half, and the difference over central Asia improved from $-2.08$ ppm to $-0.94$ ppm. However, for the Sahara region, the standard deviation and correlation coefficient becomes worse. We also find that for some regions (Tropical Africa and NW Russia) the bias increases when applying the bias correction.

6. Conclusions

We introduce $\text{X}_\text{CO}_2$ retrievals from GOSAT using the UoL-FP v3G algorithm and show from comparison to ground-based TCCON data that the retrievals have a random error of $\pm 2.5$ ppm, twice the a posteriori error estimate. With stricter screening this precision reduces to $\pm 1.9$ ppm, which should be sufficient to allow improved surface flux estimates [e.g., Chevallier, 2007; Chevallier et al., 2009; Miller et al., 2007]. The mean bias inferred from TCCON comparisons is 0.2 ppm with a station-to-station variation of 0.56 ppm (standard deviation). Thus, over TCCON sites the $\text{X}_\text{CO}_2$ retrieval is very...
accurate with biases approaching only a few tenth ppm, which is close to typical retrieval requirements of systematic bias for \( \text{XCO}_2 \) [e.g., Chevallier, 2007; Chevallier et al., 2009; Miller et al., 2007]. The latest results from other algorithms [Oshchepkov et al., 2009; Yokota et al., 2009; Butz et al., 2011; Morino et al., 2011; Wunch et al., 2011b; Yoshida et al., 2011; Crisp et al., 2012; Oshchepkov et al., 2012] find similar results with a variation in the number of soundings potentially due to the screening criteria applied. However, over desert regions, which are not observed by TCCON, we find that the retrieved \( \text{XCO}_2 \) from GOSAT shows significant (up to \( \pm 3 \) ppm) differences when compared to GEOS-Chem model calculations which we believe are biases in the GOSAT retrieval. Similar findings have been reported in Crisp et al. [2012] who suggested that these biases are related to instrument gain. We find that biases are observed for desert regions observed with both settings of the gain and we speculate that these biases could be introduced by desert dust or related to the high surface albedo in the \( \text{CO}_2 \) bands. This study highlights the need for further algorithm improvements, especially over the deserts, but improvements in instrument calibration or spectroscopy might also lead to reduced biases for these regions. Until sufficient algorithmic improvements have been achieved, we suggest to either omit \( \text{XCO}_2 \) retrievals over deserts or apply the described bias correction method which significantly reduces the biases in our \( \text{XCO}_2 \) retrieved over deserts. However, except for the desert regions, the \( \text{XCO}_2 \) retrievals approach the point where they should be useful for the inversion of \( \text{CO}_2 \) surface fluxes [e.g., Baker et al., 2010; Chevallier et al., 2009; Feng et al., 2009].

Appendix A: Comparison of GEOS-Chem With TCCON

[85] Figure A1 shows a comparison of TCCON \( \text{XCO}_2 \) with that of GEOS-Chem (convolved with the TCCON averaging kernels) for each of the seven sites considered in Section 3. We find GEOS-Chem to have a mean bias of \( -0.09 \) ppm, standard deviation of 1.23 ppm and correlation coefficient of 0.93. Between stations, the bias has a range of \( -0.56 \) to

![Figure A1. Comparison of \( \text{XCO}_2 \) calculated from GEOS-Chem (with TCCON averaging kernels applied) with retrieved \( \text{XCO}_2 \) from seven TCCON site for cloud-screened observations within 5° between April 2009 and May 2011. All TCCON data shown in light green, coincident daily mean TCCON shown in dark green, all GEOS-Chem data shown in light red and daily mean GEOS-Chem shown in dark red (with daily mean points with only one value per day are represented by open circles). The average difference between the daily means is given as the bias (ranging from \( -0.56 \) to 0.79 ppm), the standard deviation of daily means by the Std (between 0.80 and 1.49 ppm) and the correlation coefficient of daily means by \( r \) (0.80 at Darwin to 0.97 at Orleans). The lower right panel gives the correlation of daily mean retrieved GEOS-Chem \( \text{XCO}_2 \) with daily mean TCCON \( \text{XCO}_2 \) for the seven sites. This gives an overall bias of \( -0.09 \) ppm, scatter of 1.23 ppm and correlation of 0.93 between GEOS-Chem and TCCON \( \text{XCO}_2 \).]
0.79 ppm, standard deviation between 0.80 and 1.49 ppm, and correlation coefficients ranging between 0.80 and 0.97.

Appendix B: Comparison of GOSAT With Land Surface Type

We have compared the $X_{CO_2}$ difference between GOSAT and GEOS-Chem against the land surface type for each observation. The surface type was determined by using the most common land cover type within a coincidence of $\pm 0.1^\circ$ of the Moderate Resolution Imaging Spectroradiometer (MODIS) Level 3 yearly $0.05^\circ$ land cover type (MCD12C1) for 2007 (assuming the land cover has not significantly altered between 2007 and 2010). Figures B1 and B2 show this comparison for each of the GOSAT gain modes separately.

For retrievals of GOSAT high gain data, GOSAT and GEOS-Chem correlate well with $X_{CO_2}$ differences less than 0.23 ppm for surfaces that consist of forest, cropland, savanna, wetland, or urban environments. However, larger $X_{CO_2}$ differences (up to $\sim 3.2$ ppm) are found for surfaces that consist of desert, shrubland, grassland or snow.

Figure B1. Comparison of $X_{CO_2}$ retrieved from high gain GOSAT data with GEOS-Chem $X_{CO_2}$ calculations for different MODIS land cover types. The red dashed line shows the one-to-one line, B represents the mean $X_{CO_2}$ difference, and $\sigma$ gives the standard deviation of $X_{CO_2}$. GOSAT and GEOS-Chem correlate well with $X_{CO_2}$ differences less than 0.23 ppm for surfaces that consist of forest, cropland, savanna, wetland, or urban environments. However, larger $X_{CO_2}$ differences (up to $\sim 3.2$ ppm) are found for surfaces that consist of desert, shrubland, grassland or snow.

[50] Where medium gain data has been retrieved, $X_{CO_2}$ differences are found to be similar to that of high gain data. The retrieved $X_{CO_2}$ from GOSAT is found on average to be $\sim 1.5$ ppm lower than GEOS-Chem over both shrubland and grassland surfaces. The largest $X_{CO_2}$ difference of 2.75 ppm is observed over desert surfaces. The lowest difference (0.35 ppm) is found over savanna surfaces. No observations over other surface types exist due to the specific observation locations where medium gain was used. We find the $X_{CO_2}$ differences to be larger with certain land surface types, specifically deserts, irrespective of the gain setting used. This may, however, be different for alternative retrieval algorithms that do not correct for the systematic overestimates of surface pressure by normalizing the retrieved $X_{CO_2}$ with the ratio of retrieved surface pressure and ECMWF surface pressure.
Figure B2. Comparison of $X_{CO_2}$ retrieved from medium gain GOSAT data with GEOS-Chem $X_{CO_2}$ calculations for different MODIS land cover types. The red dashed line shows the one-to-one line, $B$ represents the mean $X_{CO_2}$ difference, and $\sigma$ gives the standard deviation of $X_{CO_2}$. The retrieved $X_{CO_2}$ from GOSAT is found on average to be $\sim 1.5$ ppm lower than GEOS-Chem over both shrubland and grassland surfaces. The largest $X_{CO_2}$ difference of 2.75 ppm is observed over desert surfaces. The lowest difference (0.35 ppm) is found over savanna surfaces.
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