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CHAPTER SEVEN 

7. Conclusion 

 

 

 

This thesis describes and evaluates an MSE estimation method for the well-known 

World Bank’s ELL methodology for poverty estimation that is robust to the violation of 

this methodology’s area-homogeneity assumption. In addition, a flexible poverty 

estimation method that can account for household-level heteroskedasticity and based on 

the Chambers and Dunstan (1986) smearing approach to estimation of a finite population 

distribution function (referred to earlier as the CD-based method) was developed within 

the framework of the ELL methodology. This chapter concludes the thesis with a 

summary of the robust MSE estimation method, the CD-based method, the limitations of 

the proposed methods, and the results. We then discuss some promising directions for 

further research in poverty estimation. 

 

7.1 Thesis Summary 

One of the aims of the thesis is to examine how the ELL, EBP and MQ methods work in 

a realistic data set relevant to developing countries. The simulation study reported in 

Chapter Three was therefore based on the structure of actual census and survey datasets 

for Bangladesh. On the basis of the comparisons reported in this study we concluded that 

the standard ELL methodology based on 2-level working model performs better than the 

EBP and MQ methods in a realistic developing country scenario where between-cluster 
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variability is higher than between-area variability. However, Gaussian-type confidence 

intervals based on MSE estimates obtained via ELL still undercover compared to the 

alternative methods. A 3-level model-based ELL method can be used to overcome this 

issue, but then has to overcome the problem that most sampled areas have only a single 

cluster, so fitting a 3-level model becomes difficult. As a consequence, a 2-level model is 

typically used instead of a 3-level model. 

In Chapter Three we also developed guidelines for selecting a good multilevel model 

for use in small area estimation (SAE) in the context of poverty estimation. These 

included: (1) identification of the highest level in the data hierarchy where between-unit 

variation is maximized, (ii) If between-cluster variability is higher than the between-area 

variability, then one should fit a cluster based 2-level model and follow the standard ELL 

method (or EBP/MQ), reducing the between-area variability as much as possible by 

including area-level contextual variables, (iii) if between-area variability is higher than 

between-cluster variability, then one should fit an area-level 2-level model and follow 

EBP method (or ELL/MQ) after reducing cluster-level variability by including cluster-

specific contextual variables in the model specification. However, this approach can be 

problematic, since fitting such an area-level model implies the availability of 

cluster-specific contextual variables from other sources, which may be impractical (e.g. 

spatial coordinates of a cluster are typically much less accessible than those of an area).  

The results set out in Chapter Three indicate that the standard ELL method 

underestimates the true MSE of the poverty estimates that it produces, mainly because it 

ignores between-area variability in its model specification. These findings suggest the 

development of a modified version of 2-level model-based ELL method that accounts for 

the impact of between-area variability on the ELL-based MSE estimates. A modified 

ELL methodology that is robust to the presence of between-area variability is therefore 
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developed in Chapter Four. The basic idea underpinning this modified methodology is 

an estimator of the MSE of area-specific means that is robust to ignoring level three in a 

3-level model implemented under a simple stratification of the target small areas 

according to their population size. This modified MSE estimator shows improved 

performance for area-specific means, distribution functions, and poverty estimates 

compared with the standard 2-level model-based ELL method when there is 

between-area variability in the data. We also show that this modified method performs 

better than the optimistic and conservative version of ELL methods that have been 

proposed in the literature. Our findings in Chapter Three and the analysis set out in 

Chapter Four also provide evidence that both the EBP and MQ methods could also 

underestimate MSE if significant between-cluster variability is ignored in model 

specification. 

In Chapter Five we consider the issue of dealing with level-one heteroskedasticity under 

an ELL approach to poverty estimation. Here we propose a semi-parametric approach to 

heteroskedasticity modelling based on stratified MOM estimation (STR) and show that 

the method is flexible and performs similarly to the ELL “alpha model” approach in this 

situation. We also demonstrate that the STR method can work better than the ELL 

approach when the heteroskedasticity function is non-monotone. If the HH-level error 

variances are estimated by the STR method and then used in the ELL bootstrap 

procedure, the approach can be considered as a purely non-parametric (rather than 

semi-parametric) extension of the ELL method. 

Chapter Five also contains the next major contribution of the thesis, a small area 

poverty estimation method based on the smearing approach of CD (Chambers and 

Dunstan, 1986). This CD-based method is developed under both homoskedastic and 

heteroskedastic level-one errors for a 2-level working model similar to the one employed 
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by the ELL method, and the proposed STR method is used to estimate heteroskedastic 

level-one error variances. Numerical experiments reported in Chapter Five show that the 

proposed method performs similarly or better than the ELL method. 

In Chapter Six, the 2-level model-based ELL and CD-type MSE estimators are modified 

to account for between-area variability as well as heteroskedasticity at level-one, and 

then used in a poverty mapping exercise based on the Bangladesh datasets. These 

empirical results provide support for the applicability and the flexibility of the proposed 

CD-based method and the modified versions of both the ELL and CD-type estimators. 

They also show how the 2-level model-based ELL and CD-type estimators underestimate 

MSEs by ignoring the presence of between-area variability for those small areas with 

significant urban components and a large population size. Overall, the results in Chapter 

Five and Chapter Six confirm the viability of the proposed CD approach as a robust 

alternative to ELL methodology. 

 

7.2 Future Research 

This thesis has focused on the MSE estimation problem when ELL methodology is used 

for poverty estimation, and has developed an approach to overcoming this problem. 

However there are still theoretical and practical research questions that relate to the ELL 

and CD-based poverty estimation methods and their modifications. Some ideas for future 

research are discussed below. 

Idea 1: Identification of guidelines for choosing an appropriate SAE method 

The results from the numerical experiments reported in Chapter Three and based on the 

Bangladesh census and survey datasets suggest guidelines for choosing an appropriate 

model for poverty estimation. Depending on the hierarchical structure of a survey 

dataset, the general procedure is to find an appropriate 2-level model (either cluster or 
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area level) and then apply one or more of the ELL, EBP, and MQ methods. Note that 

although fitting the MQ model does not require prior identification of the data hierarchy, 

the M-quantile coefficients and corresponding regression coefficients can be estimated at 

that hierarchy level (cluster or area) for which maximum variation is observed in a fitted 

multilevel model.  

If a 3-level model is a better representation of a survey dataset compared with a 2-level 

model then 3-level model-based ELL, EBP and MQ methods should be better. In such 

cases the ELL method will be the easiest to implement due its flexibility. Model-based 

EBP and MQ methods based on a 3-level model require further research. Note that 

Diallo (2014) has developed a two-fold EBP method under skewed normal random 

errors. 

The structure of the survey and census datasets should be an important consideration 

when selecting an SAE methodology for poverty estimation. In developing countries, the 

proportions of target small domains in the household level income and expenditure 

surveys tend to be small (20 - 50%) (Elbers and Van der Weide, 2014). In such 

situations, the EBP and MQ method may work better for the sampled areas if 

between-area variability dominates spatial variation in the data. In developed countries, 

the survey may include most of the target small areas and in this case the EBP and MQ 

methods perform consistently provided any intermediate level between the unit and 

target small area does not significantly contribute to the local variation of response 

variable. This implies that it is important to develop appropriate diagnostics for 

identifying significant between-cluster variability if the EBP or MQ methods are to be 

considered for poverty estimation. 
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Idea 2: Further development of poverty estimation based on a 3-level model 

One of the key differences between fitting a single-level model and fitting a multilevel 

model is estimation of variance components. Nationally representative household 

surveys are usually designed with multiple purposes in mind and consequently tend to 

ignore lower-level administrative units. Estimating variance components defined by 

these lower-level administrative units (such as cluster and small areas) is then difficult, 

particularly in terms of efficiency. In this context, Haslett (2013) notes previous research 

by Münnich and Burgard (2012) and Haslett (2012) that consider estimation of variance 

components when a survey is not designed to produce small area estimates. 

Unavailablity of multiple clusters in most of the sampled areas makes it difficult to 

separate area random effects from cluster random effects. In the Bangladesh poverty 

mapping study (BBS and UNWFP, 2004) more than 75% of the sampled areas had a 

single sample cluster, which creates issues in obtaining consistent and efficient estimates 

of higher-level variance components. Research is necessary to determine the optimum 

proportion of sampled areas with multiple clusters for which both the cluster and 

area-specific variance components estimators will be unbiased, stable, and consistent. 

This research should contribute significantly towards resolving the problem of whether 

to consider either a 2-level or a 3-level model for the ELL and EBP methods. 

Reduction of between-area variation is vital when applying ELL methodology. The 

relevant question here is “how much of total variation due to between-area variability 

can be considered as negligible?” when a suitable test (e.g. a likelihood ratio test or LRT) 

shows that the area-level variance component is significant. Because of large overall 

sample size, it can be the case that a negligble (perhaps less than 0.5%) proportion of 

between-area variation could be identified as significant. Datta et al. (2011) have 

proposed a preliminary test estimator for the presence of a random effect at a specified 
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level in a data hierarchy for an area-level model with a modest number of small areas. 

This estimator can be used to check the significance of cluster and area effects 

separately, but what is needed is the capacity to check the significance of the area effect 

given a significant cluster effect and vice versa. Thus a standard test or criterion is still 

required for identifying whether or not area-level random effects are redundant in a 

three-level model specification. 

Idea 3: EBP and MQ methods under cluster-heterogeneity 

In Chapter Three it was observed that both the EBP and the MQ methods underestimate 

the true simulation MSE when there is high between-cluster variability and negligible 

between-area variability. In Chapter Four, we show that if the 2
nd

 level of a 3-level 

model is ignored then the 1
st
 and 3

rd
 variance components are biased, complementing 

similar results reported in Tranmer and Steel (2001a). This bias is one of the main 

reasons for underestimation of MSE by the EBP method. In contrast, the MQ method 

then behaves similarly to the 2-level model-based ELL method since the area-specific 

MQ coefficient is actually a cluster-specific MQ coefficient for the 75% of target areas 

containing a single cluster. This suggests that both the EBP and MQ methods should also 

be modified in order to deal with this underestimation of MSE issue, perhaps following a 

similar approach to the one used to develop the modified ELL methodology described in 

Chapter Four. 

Idea 4: Practical issues in the use of unit-level SAE 

The application of unit-level SAE methodology can be a real practical problem when the 

census dataset is huge, e.g. as in countries like China and India. In the Bangladesh study, 

a 5% Census data set was used. If a full census dataset was available and used, the 

computational effort would be very high for unit-level SAE methods. Using additional 

(or adequate) computational resources might be one way of handling this type of “big 
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data”. In the usual case of limited resources, an alternative approach could be based on a 

partitioning of the whole country into several strata. Area-level SAE methods are another 

alternative; however, given the focus of poverty, and, by implication, small area income 

distributions, indicator-specific area-level models are then needed. 

The use of sample census data (e.g. 5% Census data) raises the question of how big a 

proportion of a real population is required in order to make reliable inferences about the 

whole country. One possibility is that the poverty estimates based on sample Census data 

be scaled up to the whole census via an appropriate calibration method. Specification of 

how this calibration should work remains an open research question. 

The ELL method is also used in nutrition mapping where anthropometric data on 

children, rather than HH incomes, are used (BBS and UNWFP, 2004; Fujii, 2010). 

However, in nutrition studies most unit-level models have low goodness of fit due to a 

lack of proper explanatory variables. In such studies, observed maximum variation is at 

child level, as one would expect, with these variations most likely due to human genetic 

variation. This lack of fit can be improved by inclusion of child-level demographic 

variables that are available in the survey dataset but are not available in the census 

dataset. That is, a better multilevel model can be developed using the survey dataset 

alone, but it is not possible to use this model in an ELL-type analysis due to lack of these 

child-level demographic variables in the census dataset. In such a situation, an area-level 

SAE approach may be better, particularly if relevant area-specific demographic and 

genetic variables can be estimated from other sources (e.g. contemporaneous genetic 

surveys). 

Idea 5: Non-normality of random errors 

The methodologies developed in Chapter Four and Chapter Five are based on an 

assumption of nested Gaussian errors. This assumption also held for the numerical 
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experiments that were reported there. Some evidence for the validity of this assumption 

is the fact that for these simulations, which were based on the Bangladesh data sets; there 

were no significant differences in the MSE estimation performances of the ELL and 

CD-based methods that used parametric (i.e. based on a Gaussian assumption) as well as 

non-parametric bootstrap procedures. However, the question still remains about the 

performance of these approaches when errors are non-normally distributed. 

Idea 6: Spatial correlation of random errors and distances among small areas 

The proposed modified ELL method described in Chapter Four is based on the 

population sizes of the small areas and ignores their geospatial positions. Small areas 

close to the capital/port/metropolitan cities are highly interconnected in terms of 

communication facilities and employment opportunities, and can be expected to have 

similar poverty characteristics. This type of correlation is ignored when implemented the 

modified ELL procedure. In such cases, both the population size and the distance from 

neighboring small areas could be considered for the stratification used in the modified 

ELL methodology.  

More generally, the ideas set out in the thesis have been developed based on the 

assumption of spatially uncorrelated random errors. Though such spatial correlation can 

be reduced by incorporating contextual variables in the regression model (Elbers et al., 

2008), there is still the possibility of spatial lag dependence (value of dependent variable 

in one area is affected by values of the dependent variable in contiguous areas) and 

spatial error dependence (the error term in one area is correlated with the error terms in 

nearby areas). Olivia et al. (2009) have examined such situation in a real data set relating 

to Shaanxi, China using exact measures of distance between each household. They show 

that ignoring the spatial error structure and the spatial lags at the modeling stage may 

lead to over-stated precision of local-level estimates of poverty. The main constraint in 
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modeling such spatial effects is the availability of spatial data at household and cluster 

levels in the nationally representative household survey. However, the growing use of 

GPS (Global Positioning System) in recent household surveys (Gibson and McKenzie, 

2007) implies that a spatial version of ELL methodology will soon be developed. 

Idea 7: Heteroskedasticity at higher levels of the population hierarchy 

The heteroskedasticity pattern in the Bangladesh dataset was monotone and negligible, 

so the ELL and CD-based methods led to very similar results. This raises the question of 

how different would be the results generated by these two methods if in fact the 

heteroskedasticity that is observed is very prevalent and non-monotone. Also, both 

approaches assume heteroskedastic random errors at unit-level only. But there may be 

heteroskedasticity at higher (cluster/group/area) levels (Gordon, 2012). If the variances 

of cluster-level (or area-level) random errors vary with the cluster size (or area size), then 

the ELL method needs to be modified in order to account for such heteroskedasticity. 

Note that this issue of general heteroskedasticity also arises for the EBP method 

proposed by Van der Weide (2014). 

Idea 8: Application of SAE methods to inequality estimation 

The ELL method is usually used to measure the FGT class of poverty measures - HCR 

 0iF , PG  1iF , and PS  2iF . Poverty severity 2iF  is a combined measure of poverty 

and income/expenditure inequality. The Sen index (Sen, 1976) combines HCR and PG 

with the Gini index  iG  as  0 1 1
i

p p

S i i i iF F G F G    where p

iG  is the Gini coefficient 

of inequality among the poor people belonging to area i . The Gini coefficient (Gini, 

1912) is calculated as  2cov , /i i i iG y y R  where iR  is a vector of standardized ranks 

of individuals or households in the income distribution (here 0 denotes poorest and 1 

denotes richest). Several authors have modified the Sen index to use with a desired 
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poverty inequality. A widely used modification is the Sen-Shorrocks-Thon index 

(Shorrocks, 1995), which is calculated as  0 1
ˆ1

i

p p

SST i i iF F F G   where 
1

p

iF  is the PG 

calculated over poor people only, and ˆ p

iG  is the Gini coefficient of the PG variable over 

the whole population belonging to the thi  area. The Sen index and its modified versions 

have the capability to answer the three questions simultaneously: (i) Are there more poor 

people? (ii) Are the poor people more poor? and (iii) Is there higher inequality among the 

poor people? (Haughton and Khandker, 2009). Since these complex indicators are 

functions of the FGT measures, the ELL approach can be easily implemented in order to 

estimate them. Moreover, we expect that the proposed CD-based method and the 

modified versions of both the ELL and the CD-based methods also be capable of 

producing the estimates of such poverty and inequality measures. 

The performances of the proposed methods could also be examined for other poverty 

inequality measures such as Theil-index (Theil, 1967) (a special case of the General 

Entropy class), the decile dispersion ratio (the ratio of the average income/consumption 

of the richest 10% of the population to that of the poorest 10%), share of 

income/consumption of the poorest 10/20% population (Haughton and Khandker, 2009), 

and the quintile share ratio denoted by S80/S20 (the ratio of total income/consumption 

shared by the top quintile to that of the bottom quintile). 

Idea 9: Application of SAE methods to a Multidimensional Poverty Index (MPI) 

Generally, poverty is defined by a scalar measure, say per capita income. However, 

people experience poverty due to other monetary and non-monetary attributes, such as 

lack of education, health, housing, empowerment, humiliation, employment, personal 

security, and so on. One indicator cannot represent these multiple aspects of poverty. A 

household may be not poor in monetary terms but could still be deprived with respect to 
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lack of education, health, and security. Income poverty alone fails to capture these other 

aspects of deprivation. 

Alkire and Foster (2009, 2011) created a multidimensional poverty index (MPI) by 

including a number of non-monetary deprivation criteria with the monetary FGT poverty 

measures. Alkire and Foster (hereafter referred as AF) proposed an identification and 

agrregation method by considering multiple response variabes (either continuous or 

integer) simultaneously with corresponding cut-off points. Similar to the traditional FGT 

measures, AF defined adjusted head count ratio, adjusted poverty gap, and adjusted FGT 

measures which are together referred as the adjusted FGT class of multidimentional 

poverty measures. A number of countries including Bhutan, Colombia, Mexico, the 

Philippines, and the state government of Minas Gerais, Brazil have produced their 

national MPI using the AF methodology. 

Calculation of an MPI index for disaggregated administrative units represents a new field 

of application for SAE methods. Since income/consumption is the main monetary 

variable used in preparation of such an MPI index, the main task is still one of predicting 

the small area income distribution. In the identification phase of the AF method, 

prediction of the non-sample values of a set of dependent variables including income is 

still required. This implies the use of multivariate multilevel models for joint prediction 

of dependent variables in the SAE method. Schmid and Tzavidis (2015) have 

implemented an SAE method by fitting a generalized linear mixed model considering a 

multinomial dependent varable with five categories which is based on a two-dimensional 

representation of poverty: economic and social deprivation.  

Idea 10: Time lag between Census and Survey 

The time lag between the census data and the survey data used in ELL is an important 

issue in an ELL-based poverty mapping study. If the time lag is large, caution should be 
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exercised when carrying out SAE (Haslett, 2013). Lanjouw and van der Wiede (2006) 

have suggested the use of approximately time invariant structural variables in the 

modeling process; Isidro, Haslett and Jones (2010, 2016) on the other hand suggest 

fitting the SAE model using contemporaneous survey and census data, and then updating 

the model fit using an ESPREE (extension of structure preserving estimation) method by 

using a set of margins from an up to date survey that make allowance for associated 

sampling error. However, the question now arises as to how one allows for sampling 

error if there is between-area variability in the recent survey but not in the base survey. 

In such situation, our modified ELL methodology may be able to capture this 

between-area variability. 

An investigation of the proposal of Isidro, Haslett and Jones (2010, 2016) is also 

worthwhile. This proposes utilizing 2001 Bangladesh Population and Housing Census 

and 2000 Household Income and Expenditure Survey (HIES) datasets as the 

contemporaneous datasets, updates the resulting poverty estimates utilizing 2010 HIES, 

and then compares these updated estimates with the standard estimates based on 2011 

Census and 2010 HIES. A further complication here is that the boundaries of the small 

areas of interest will almost certainly have changed over this time period. 
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APPENDIX A 

Proofs of Theoretical Results 

 

 

 

A.1 Variance Component Estimation: 2-level Homoskedastic (HM) Population Model 

Suppose ijky  indicates the value of the response variable Y  for thk  household (HH) 

belonging to thj  cluster of thi  area. Assuming households (HHs) at level-one and clusters at 

level-two, a 2-level nested error regression model can be written as  

 
   2 2

1,2,..., ;  1,2,..., ;  1,2,....,

T T

ijk ijk ij ijk ijk ijk

i ij

y u e
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where, 
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2
0,ij u

u N  , and 
  2

2
0,ijk N


   are identically and independently distributed 

cluster- and HH-level random errors. The sub-script  l  stands for a perfectly specified 

l -level model. Since the HH are nested within cluster, the covariance between two 

observations becomes 
   

2 2

2 2u



   if /ij ij  & 

/k k , 
 

2

2u
  /ij ij , and zero otherwise. 

Suppose a sample of size n  is drawn randomly through a two-stage cluster sampling design 

covering all D  small areas, where 
is s

i s

C C


  clusters are randomly selected at the first 

stage and ijn   1,...,  & 1,...,
is

i D j C   HHs are randomly selected at the second stage from 

the corresponding selected clusters. Fitting the model (1) to the sample data via least square 
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(LS) method, the estimated residuals can be utilized to calculate moment-based estimates of 

cluster- and HH-level random effects as 1ˆ ˆ
ij ij ijk

k s

u n e



   and ˆ ˆ ˆ
ijk ijk ije u   where 

ˆ ˆ
ijk ijk ijke y y  . Under the 2-level model (1), we have 
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where  .lE  stands for expectation under a perfectly specified l -level model . The HH- and 

cluster-level sample residual variances are expressed as   

         
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 
      

 
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where 
 

; 1,..,
p

s p l  indicates the sample residual variances calculated at thp  level of an 

l -level model. Under the population model (1), the expectation of different terms associated 

with  1
s  and  2

s  can be expressed as  
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 
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Then the expectations of  1
s  and  2

s  become 
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where  2 1 2

0 ij

ij s

n n n



  . In matrix form, the expectations are expressed as  
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A Λ A Λ . 

Now the unbiased estimator of the variance components can be easily obtained if the 

coefficient matrix 
 2

A  is non-singular (Tranmer, 1999). The unbiased estimators of the 

variance components can be expressed as  

  
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Λ A   (2) 

and their unbiasedness can be easily checked as below 
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A.2 Variance Component Estimation: 3-level Homoskedastic (HM) Population Model 

Consider an additional area-level random effect in the 2-level model (1) to construct a 3-

level nested error linear regression model for the response variable of interest as 

    3 3

 1,2,..., ;  1,2,..., ;  1,2,....,

T T

ijk ijk i ij ijk ijk ijk

i ij

y u e

i D j C k N

      

  

x β x β
  (3) 

where HH-  ijk , cluster-  iju  and area-level  i  random errors are identically and 

independently distributed as respectively 
  2

3
0,N


 , 

  2

3
0,

u
N  , and 

  2

3
0,N


 . Now the 

covariance between two observations becomes 
   

2 2

3 3u



   if 

/ijk ijk , 
 

2

3
  if 

/ /ijk ij k , 

and zero otherwise. As previous area-, cluster-, and HH-level random effects are estimated 

as 1ˆ ˆ
i i ijk

jk s

n e



  , 
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ij ij ijk

k s
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ijk ijk i ije u     where ˆ ˆ

ijk ijk ijke y y  . Under the 

3-level model (3), we have 
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3 . 3 3 3
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 The sample residual variances at area level is defined as 
     
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 . Now the expectations of the core terms under model (3) 
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lead to  
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residual variances become   
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which can be expressed in matrix form as below. 
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A Λ A Λ

The coefficient matrix  3
A  is comparable to Tranmer and Steel (2001b). If the coefficient 

matrix  3
A  is non-singular, the unbiased estimators of the variance components are easily 

obtained from 
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Unbiasedness of these estimators can be easily checked by taking the expectation under the 

true 3-level population model. 

Suppose the first two variance components of the 3-level model are estimated using the 

estimators 
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(HM) Population Model 

Suppose the level-three of the 3-level model (3) is ignored. Then the estimators of level-two 

and level-three variance components can be expressed as 

 

 

 

 

2 1
3/3 1

12 2
3/3

ˆ

ˆ
u

s

s







   
    
     

A  with 
    

    

1 2

0
11 12

1 1 2
21 22

0

1 1

1 1

n n na a

a a C n n





              

A  

where 1A  is a sub-set of  3
A  and the sub-script (3/3) is used for an estimator under a 3-

level model of which the 3
rd

 level is ignored. Under the 3-level model, expectations of the 

estimated variance components can be expressed as 

 

 

 

   

2
2 1

3/3 11 12 131 1 12
3 1 3 1 1 1,2 32 2

21 22 23 23/3

ˆ

ˆ
u

u

a a as
E E

a a as














  

 
       
         
        

 

A A A A Λ  



217 
 

where 
1,2A  consists of first and second rows of 
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Suppose the level-two of the 3-level model (3) is ignored, then the estimators of the 
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An approximation following Tranmer and Steel (2001b) can be done as   
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which leads to the following relationship 

              
  

    

2 23 22

0 0 0 00

3

0

1 1
ii

i si s

n D n n n n n D n nn n

n D n D n n



      


  

 
  

 


       
    

    

2 2 32

0 0 00

3

0

1
ii

i si s

n n n n D n nn n

n D n D n n



    

  

 
 
  



 

 

   

 

2

2 30

0 0

3 3

0 0

1
1

i

i s

n n
n nn

n D n n n n






  
  

 
 
 



 
    

  

  
  

    
  

 

 

 

 

2
2 3 30

0 0 0

3 3

0 0

2 3 2 2
0 0 0 0

3 33
0 00

1
1

1
1

11

i

i s

n n
n n n n

n D n n n

n n n n

n nn




 

    
  

 
 




. 

Thus, considering the relationship as  
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the expectations of the variance component estimators can be approximated as  
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Equality holds only if the relationship is true in a particular case. These approximations are 

comparable to those of Tranmer and Steel (2001a). 

Suppose the level-one of the 3-level model (3) is ignored, then the estimators of the 

remaining variance components and their expectations under the true 3-level model become 
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The complex term of the above matrix can be approximated as 

 
        

    

 
        

    

2 22 2 2 2

0 0 0 0 0 0

2 23 3

0 0 0 0

1 1 1

1

1 1 1 1 1

1

i i

i s i s

i i

i s i s

s sD n n C n n D n n C n n n n

n n n n n n n n

n n

n

 

 

  



       



   

   
    

   

   
   
   

 

 

 

     

 

 

 

2 2

0 0

2
2 0

0

1 1
1 1

i i

i s i s

i
i i s

i s

s sD C n D C n

n n
n n

n n n n

n

 




 
 






 


 
 
 

 


. 

Then the approximate expected values of the variance component estimators become   
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APPENDIX B 

R Scripts 

 

 

 

R scripts for the contributed four chapters are available in the following links. Bangladesh 

datasets, which are used in chapters Three and Six, are not attached with the link. 

 

Chapter Three: https://github.com/sumon148/Chapter-Three.git 

 

Chapter Four: https://github.com/sumon148/Chapter-Four.git 

 

Chapter Five: https://github.com/sumon148/Chapter-Five.git 

 

Chapter Six: https://github.com/sumon148/Chapter-Six.git 

 

Contact information of Bangladesh Bureau of Statistics (BBS) for Bangladesh Census and 

Survey Datasets: http://www.bbs.gov.bd/PageWebMenuContent.aspx?MenuKey=62  

 

 

 


