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In a typical phase-shifting profilometry system for the three-dimensional (3D) shape measurement, shadows often exist in the captured images as the camera and projector probe the object from different directions. The shadow areas do not reflect the fringe patterns which will cause errors in the measurement results. This paper proposed a new method to remove the shadow areas from being taken part in the 3D measurement. With the system calibrated and the object reconstructed, the 3D results are mapped on point-by-point basis into the corresponding positions on the digital micro-mirror device (DMD) of the projector. A set of roles are presented to detect the shadow points based on their mapped positions on the DMD plane. Experimental results are presented to verify the effectiveness of the proposed method. © 2012 Optical Society of America
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1. Introduction

Phase-Shifting Profilometry (PSP) has been considered as an effective technology for non-destructive, high accuracy and high speed 3D shape measurement [1, 2]. With PSP, a set of phase shifted sinusoidal fringe pattern is casted onto the surface of the object, and their reflections are captured by a camera from a different angle. However, for some object shapes, the fringe patterns may not cover the entire surface, leaving areas of shadow on the acquired images. As these shadow areas do not carry the information associated with the object surface, significant error will occur in the results of the 3D reconstruction.

Several methods have been proposed to remedy the influence of the invalid points in the captured fringe patterns, including these from the shadow areas. Skydan, et al. [3] used multiple projectors to probe the object from different angles to obtain a shadow-free surface reconstruction. However, the cost of the hardware will be increased significantly. Moreover, the typical PSP measurement system only requires one projector. Zhang [4] proposed to employ the Gaussian filter to smooth the fringe pattern, and then identify the invalid points using the monotonicity characteristic of the unwrapped phase map. However, although the Gaussian filter reduces the phase noise, it also introduces distortion to the details of the object surface. Chen, et al. [5] proposed a method to identify the invalid points by applying a threshold to the least-squares fitting errors in temporal phase unwrapping. However, in the presence of noise, not all invalid points can be identified as some invalid points also have the small least-squares fitting errors [6]. The data modulation and the intensity modulation of the fringe patterns are also employed to remove the shadow area [7-9], but there is not an effective way to determine the value of the threshold required by the methods.

This paper proposed a new method to eliminate the influence of the shadow areas in PSP. In particular, the paper considers the case that, the whole fringe pattern casted by the projector can be reflected by the object surface and are captured by the camera, but parts of the surface is not covered by the projected fringe pattern, leaving them as shadow areas in the captured image. The points in the shadow areas are invalid for 3D reconstruction and hence should be removed to avoid errors. The idea is as follows. Firstly, the 3D reconstruction is carried out using the PSP method presented in [10], where the 3D shape is obtained based on the relationship among a point on the object surface, the corresponding point on the image captured by the camera and a point on the fringe pattern projected by the projector. Due to the existence of shadows, the 3D data obtained contain errors. Then, using the above relationship, the 3D data is mapped into the DMD plane of the projector on point-by-point basis. At last, the shadow points are detected based on the mapped positions on the DMD plane.

The rest of this paper is organized as follows. In Section 2, the relationship between the world coordinate system, the camera coordinate system and the projector coordinate system are given and the principle of the 3D reconstruction described in [10] is presented. The proposed method is presented in Section 3. The experimental results are shown in Section 4 and Section 5 concludes this paper.

2. Principle of the 3D Reconstruction
Figure 1 shows the schematic diagram of the measurement system presented in [10], which involves three coordinate systems, including projector coordinate system \((O'':x'',y'',z'')\), camera coordinate system \((O':u',v')\) and the world coordinate system \((O:x^*,y^*,z^*)\). A point \((x^*,y^*,z^*)\) on the object surface corresponds to the positions at the other two coordinates by the following relationship [10]:

\[
\begin{align*}
\begin{bmatrix}
    [u', v', 1]^T
\end{bmatrix}^T &= A' R' T' [x^*, y^*, z^*, 1]^T \\
\begin{bmatrix}
    [u', v', 1]^T
\end{bmatrix}^T &= A'' R'' T'' [x'', y'', z'', 1]^T
\end{align*}
\]

where \(A'\) and \(A''\) are the intrinsic matrix parameters for the camera and projector respectively; \((R', T')\) and \((R'', T'')\) are the extrinsic matrix parameters for the camera and projector respectively. \(s_x\) and \(s_y\) are the scale factors, which are functions of \((x^*, y^*, z^*)\). The intrinsic and extrinsic parameters can be obtained through the calibration of the system. In Eq. (1), there are 4 equations and 5 unknown parameters \((x^*, y^*, z^*, u', v')\). Therefore, in order to obtain the height distribution of the object \((x^*, y^*, z^*)\), additional constrain can be introduced by the corresponding relationship between the \((u', v')\) and \((u'', v'')\), based on the phase relationship obtained by PSP.

![Diagram of Measurement System](image)

For the N-step PSP, images with phase shifted fringes vertical to the direction \(u^r\) are projected by the projector and can be expressed as

\[
d_n^{u''}(u^r, v^r) = a + b \cos(\Phi^r(u^r, v^r) + \frac{2\pi(n-1)}{N})
\]

where \(n = 1, 2, 3, ..., N\); \(\Phi^r(u^r, v^r) = 2\pi f_0 u^r\) is the designed absolute phase map in the projector and \(f_0\) is the frequency of the fringe pattern designed in the projector; \(a\) and \(b\) can be set in the computer to adjust the intensity of the fringe patterns. Then, the fringe patterns are captured by the camera and can be expressed as:

\[
d_n^{u'}(u^r, v^r) = A(u^r, v^r) + B(u^r, v^r) \cos(\phi^r(u^r, v^r) + \frac{2\pi(n-1)}{N})
\]

where

\[
A(u^r, v^r) = c r(u^r, v^r) a + d''(u^r, v^r),
\]

\[
B(u^r, v^r) = c r(u^r, v^r) b.
\]

\(A(u^r, v^r)\) is the average intensity, and \(B(u^r, v^r)\) is the intensity modulation of the sinusoidal fringe patterns; \(c\) denotes the sensitivity to the light of the cameras' \(r(u^r, v^r)\) is the reflectivity of the object surface; \(d''(u^r, v^r)\) is the ambient light. When \(N \geq 3\), \(A(u^r, v^r), B(u^r, v^r)\) and \(\phi^r(u^r, v^r)\) can be obtained by the following,

\[
A(u^r, v^r) = \frac{1}{N} \sum_{n=1}^{N} d_n^{u''}(u^r, v^r),
\]

\[
B(u^r, v^r) = \frac{2}{N} \left[ \left| \sum_{n=1}^{N} d_n^{u''}(u^r, v^r) \sin(\frac{2\pi n}{N}) \right|^2 + \sum_{n=1}^{N} d_n^{u''}(u^r, v^r) \cos(\frac{2\pi n}{N}) \right]^2,
\]

\[
\phi^r(u^r, v^r) = \arctan \left( \frac{-\sum_{n=1}^{N} d_n^{u''}(u^r, v^r) \sin(2\pi n/N)}{\sum_{n=1}^{N} d_n^{u''}(u^r, v^r) \cos(2\pi n/N)} \right).
\]

Define

\[
\gamma(u^r, v^r) = \frac{B(u^r, v^r)}{A(u^r, v^r)}
\]

where \(0 < \gamma(u^r, v^r) < 1\) is the data modulation and it can be used to describe the quality of the fringe pattern in terms of signal to noise ratio [11, 12]. The higher of the \(\gamma(u^r, v^r)\), the better of the quality.

With the fringe patterns captured by the camera, the wrapped phase map \(\Phi^r(u^r, v^r)\) can be obtained by Eq. (8), which is then unwrapped to yield the absolute phase map \(\Phi(u^r, v^r)\). Note that in the phase map \(\Phi^r(u^r, v^r)\), the absolute phase values are constant with respect to \(v^r\) for the same \(u^r\). Therefore, for a specific point \((u^r, v^r)\), a line along \(u^r\) on the DMD can be found based on \(\Phi^r(u^r, v^r) = \Phi(u^r, v^r)\).

From Eq. (1), three linear equations can be obtained as the following,

\[
\begin{align*}
    f_1(x^*, y^*, z^*, u^r) &= 0 \\
    f_2(x^*, y^*, z^*, v^r) &= 0 \\
    f_3(x^*, y^*, z^*, u^r) &= 0
\end{align*}
\]

where \((u^r, v^r, u^r)\) are known. Therefore, \((x^*, y^*, z^*)\) can be determined by solving Eq. (10).

3. The Proposed Method

The object is reconstructed with the process described in Section 2. However, in practice, there are shadows existing in the captured images. The shadows do not contain the information of the projected fringe patterns. When Eq. (8) is applied to the points in the shadow area, errors will be introduced in the phase value. The incorrect phase value will be corresponded to an
invalid \( u^* \) in the DMD plane, leading to the errors in the reconstruction of the object.

### 3.1. The Reason Causes Shadow

In order to remove the points in the shadow area, the reason causing the shadow in the PSP system should be analyzed. In the schematic diagram of the PSP system shown in Fig. 2, the scope of the camera and the projector is \( E_1R_0R_e \) and \( E_2R_1R_e \) respectively. The light beam \( E_1PR_e \) emitted from the projector is projected onto the point \( R_e \) through point \( P \) on the object. Due to the sharp change in the height of the object at point \( P \), a shadow area \( PR_0R_e \) will be formed. The camera captures the fringe patterns in another direction and it can observe point \( R_0 \) through point \( P \). It is apparent that the shadow area \( PR_0R_e \) will be captured by the camera, which does not contain the information of the projected fringe patterns.

![Fig. 2. The reason causes shadow in the PSP system.](image)

In summary, the proposed method can be implemented by the following steps.

1. **Step 1:** Calibrate the measurement system and reconstruct the object by Eq. (10);
2. **Step 2:** Map all the points of the reconstructed result to the DMD plane of the projector;
3. **Step 3:** If the coordinate of the mapped point exceeds the valid range of the DMD plane (Type 1), it can be seen as the invalid point from the shadow area directly;
4. **Step 4:** If the coordinate of the mapped point falls in the valid range of the DMD plane uniquely (Type 2), it can be seen as the valid point on the object surface;
5. **Step 5:** If multiple points are mapped to the same coordinate in the DMD plane (Type 3), use the data modulation \( \gamma(u^*, v^*) \) to identify the points in the shadow. The point with the biggest

### 3.2. Identification of the Points in Shadow

We propose to identify the points in shadow by verifying whether the captured fringe patterns are projected from the DMD plane or not. In order to do this, the whole image captured by the camera can be divided into two types of area, namely the fringe pattern area and shadow area. Assuming the camera can see all the areas on the object surface illuminated by the projector (as shown in Fig. 2), the fringe pattern area on the camera image will cover the whole fringe pattern projected. While correct 3D reconstruction can be obtained from the fringe pattern area, measurement error occurs due to the shadow areas. If we map all the points of the reconstructed result (include the fringe pattern area and shadow area) to the DMD plane using Eq. (1), the points from the fringe pattern area will cover all the points on the DMD plane. In contrast, the mapped points from the shadow area may be outside or inside the boundary of the DMD. We will make use of the positions associated with the mapped points to detect the shadow areas. The details of the proposed approach are described below.

If a point is mapped outside the DMD boundary (Type 1), it will be detected as the shadow point. This is because the entire fringe pattern is reflected by the object surface, and hence if a 3D point is valid, its corresponding mapped point on DMD must be within the dimension of the fringe pattern, i.e., the boundary of the DMD.

If a mapped point has unique position within the boundary of DMD (Type 2), the point will be detected as a valid point. This is also because the entire fringe pattern is reflected by the object surface, implying that any point on the pattern is utilized for 3D reconstruction, which must correspond to a valid 3D point. Hence, if the mapped point is unique on the DMD, the 3D point must be valid.

3D points in the shadow area may also be mapped to the points within the boundary of the DMD, but in this case these points must coincide with others, because the valid 3D data must cover the entire DMD. Therefore for the mapped points within the boundary of DMD but are not unique (Type 3), one must be valid and the remaining from the shadow ones. In this case decision needs to be made to indentify the valid one.

For these Type 3 points, we propose to use the data modulation \( \gamma(u^*, v^*) \) to identify the shadow [8, 13]. The shadow areas usually contain the ambient light \( d^a(u^*, v^*) \) and hence from Eq. (6) and Eq. (7) we have

\[
A(u^*, v^*) = d^a(u^*, v^*),
\]

and

\[
B(u^*, v^*) = 0.
\]

From the expression of the data modulation \( \gamma(u^*, v^*) \) described in Eq. (9), we can see that \( \gamma(u^*, v^*) = 0 \) or should be very small if not zero for the points in shadow.

In contrast, for the valid points reflecting the fringe patterns, submit Eq. (4) and Eq. (5) into Eq. (9), we have

\[
\gamma(u^*, v^*) = \frac{r(u^*, v^*)b}{r(u^*, v^*)a + d^a(u^*, v^*)}.
\]

In practice, \( a = b \) is usually used in projector in order to make full use of the intensity range, and the ambient light \( d^a(u^*, v^*) \) is much smaller than the \( a \) and \( b \). Therefore, when the reflectivity \( r(u^*, v^*) \) is not too small, the \( \gamma(u^*, v^*) \) should exhibit larger values in the fringe pattern areas than the ones in the shadow areas.

Consequently, when multiple points are overlapping in the DMD plane, the one with the biggest \( \gamma(u^*, v^*) \) can be identified as the valid point and the rest as the invalid points from the shadow. Different with other methods employing the data modulation to remove the shadow, threshold is not required in the proposed method, resulting more flexible and robust of the algorithm.

In summary, the proposed method can be implemented by the following steps.

1. **Step 1:** Calibrate the measurement system and reconstruct the object by Eq. (10);
2. **Step 2:** Map all the points of the reconstructed result to the DMD plane of the projector;
3. **Step 3:** If the coordinate of the mapped point exceeds the valid range of the DMD plane (Type 1), it can be seen as the invalid point from the shadow area directly;
4. **Step 4:** If the coordinate of the mapped point falls in the valid range of the DMD plane uniquely (Type 2), it can be seen as the valid point on the object surface;
5. **Step 5:** If multiple points are mapped to the same coordinate in the DMD plane (Type 3), use the data modulation \( \gamma(u^*, v^*) \) to identify the points in the shadow.
is seen as the valid point and the others are identified as the shadow.

4. Experiments and Results

In order to verify the proposed algorithm, a plaster pyramid model shown in Fig. 3(a) is reconstructed in the experiments. As the proposed method requires all the projected fringe patterns on the object can be captured by the camera, the object must be put on the position of left side or right side of the camera and projector (on right side as shown in Fig. 2) instead of between the camera and projector. Three-step PSP is utilized to reconstruct the object and Fig. 3(b) is one of the captured fringe patterns. It is apparent that the shadow area exists in the captured fringe pattern of the object. In the experiments, the absolute phase map is obtained with the help of six Gray-code patterns. The decoded Gray-code value is used as the index of the period of the fringe patterns. Due to the existence of the shadow, the decoded Gray-code is also not correct in the shadow area, leading to the loss of monotonicity associated with the absolute phase map.

In the first experiment, the object is reconstructed by the three-step PSP directly. The reconstructed result is shown in Figs. 3(c)-(e). It is apparent that, the result of the points on the object matches the expectations of the PSP, but the points in the shadow area are reconstructed with errors.

![Image](image_url)

Fig. 3. (a) The front view of the measured pyramid; (b) One of the captured fringe patterns for the measured pyramid; (c)-(e) The front view, the right side and the left side of the reconstructed result by PSP; (f)-(h) The front view, the right side and the left side of the reconstructed result by the proposed method.

In the second experiment, the proposed method is applied on the same fringe patterns used in the above experiment. The reconstructed results \((x', y', z')\) obtained in the first experiment are mapped to the DMD plane by calculating \((u', v')\) with Eq. (1). As shown in Fig. 4, the gray area is the captured fringe pattern area in DMD (Type 2). Please note that in practice, the boundary of the fringe pattern area in DMD can be obtained by calibration. Some points are outside of the boundary of the fringe pattern area in DMD, which are considered as the Type 1. We also observed that some points are overlapped within the boundary, and hence data modulation \(\gamma(u', v')\) is used to identify the Type 3 points. With the proposed method, the measurement results are obtained in Figs. 3(f)-(h), showing that all the erroneous points in the shadow area are
completely removed, leaving only the valid 3D measurement results.

Then, a plaster hand model with complex shape shown in Fig. 5(a) is measured in the experiment. Figure 5(b) is one of the captured fringe pattern of the object. The shadow area not only exists on the right side of the object, but also exists between the fingers.

Figures 5(c)-(e) shows the reconstructed result when the three-step PSP is employed, showing obvious errors in the shadow areas.

Then, the proposed method is applied and the reconstructed result is shown in Figs. 5(f)-(h). Compared with the result shown in Fig. 5(c)-(e), the points in the shadow area are removed clearly and significant improvement is achieved.

5. Conclusion
In summary, a new approach to remove the points in the shadow area based on the PSP is presented in this paper. The proposed method removes the shadow by identifying whether the captured fringe pattern is projected from the projector or not. As a threshold is not required, the proposed method is more flexible and performs better than existing methods in the practice. Moreover, the proposed method does not involve the operation such as the Gaussian filter and the least-square fitting etc., hence is computational efficient. The performance of the proposed method has been verified by the experiments.
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