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## Abstract

Two-stage sampling usually leads to higher variances for estimators of means and regression coefficients, because of intra-class homogeneity. This thesis will develop and evaluate adaptive strategies for designing and analyzing twostage surveys, where sample data will be used to determine the appropriate way of allowing for intraclass correlation.

The approach to analysis will be based on fitting a linear regression model to estimate means and regression coefficients. One method for allowing for clustering in fitting a linear regression model is to use a linear mixed model with two levels. If the estimated intra-class correlation is close to zero, it may be acceptable to ignore clustering and use a single level model. This thesis will evaluate an adaptive approach for estimating the variances of estimated regression coefficients. The strategy is based on testing the null hypothesis that the random effect variance component is zero. If this hypothesis is not rejected the estimated variances of estimated regression coefficients are extracted from the one-level linear model. Otherwise, the estimated variance
is based on the linear mixed model, or, alternatively the Huber-White robust variance estimator is used.

Another adaptive strategy based on assessing the estimated design effect due to clustering is also evaluated. This is based on testing the null hypothesis that the random effect variance component is zero and at the same time comparing the estimated design effect to a predetermined cutoff value. If the null hypothesis is rejected and the estimated design effect is more than the predetermined cutoff value the estimated variances of estimated regression coefficients are extracted from the linear mixed model, or, alternatively the Huber-White robust variance estimator is used. Otherwise, the estimated variance is based on the one-level linear model. This approach is found to be nearly identical in practice to the adaptive approach based on just testing the null hypothesis that the random effect variance component is zero.

This adaptive strategy for estimation will be developed based on a twolevel linear model assuming normality. It will be evaluated by simulation using normal data, with equal and unequal numbers of observations per cluster, and also using log-normal data, to assess the robustness of the approach to non-normality. The simulations indicate that extreme designs with 5 or less PSUs and many observations per cluster should be avoided. For these extreme designs, most methods perform poorly, including the adaptive methods and the linear mixed model, due to the difficulty of appropriately defining
the degrees of freedom for this model. Apart from these extreme designs, the adaptive strategy is found to perform acceptably well, resulting in simpler analysis and slightly shorter confidence intervals.

The use of a pilot survey to estimate the intraclass correlation will also be considered. The pilot estimate of this parameter can be used to estimate the optimal within-PSU sample size for the main survey. The best design based on a "cost-adjusted design effect" and the estimated variance of the estimated regression coefficients will be considered.

An upper cutoff should be placed on the sample size to be selected from each PSU, to allow for the possibility of an under-estimate of the intraclass correlation from the pilot data. The optimal value of this cutoff is found to be between 10 and 50 depending on the pilot sample sizes.

Some results are also obtained on appropriate sample sizes of PSUs and units in the pilot study.
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## Chapter 1

## Introduction

### 1.1 Cluster and Multistage Surveys

Two-stage sampling designs are used in many surveys of social, health, economic and demographic topics. Final population units are grouped into primary sampling units (PSUs). The first stage of selection is a sample of PSUs and the second stage is a sample of units within selected PSUs. For example, PSUs and units could be schools and students, or households and people, or geographic areas and households (see for example (see for example Cochran, 1977; Kish, 1965)).

Two-stage sampling is typically used because

- There is no sampling frame of final units, but a frame of PSUs (e.g. a list of suburbs) is available.
- Cost; for example it is much cheaper to draw a two-stage sample of 100 students from 10 schools than draw a simple random sample of

100 students, as those students might be dispersed over 100 schools (Snijders, 2001).

- Within-group correlations may be of interest in their own right. For instance, the correlation between values for students in the same school might be of interest.

A complication of two-stage sampling is that values of a variable of interest may tend to be more similar for units from the same PSU than for units from different PSUs. The intraclass correlation (ICC), $\rho$, is a measure of the association between the observations for members of the same PSU. It also describes the PSU homogeneity (Hansen et al., 1953, Chapter 6). If the intraclass correlation is non-zero, the clustered nature of the design should be reflected in the analysis procedure. One way of doing this is by fitting a multilevel model (MLM) (Goldstein, 2003, Chapter 1).

In practice the intraclass correlation is often quite small. For example, if units within PSUs are no more homogenous than units over all PSUs, then the intraclass correlation is zero. On the other hand, if units from the same PSU have equal values then the intraclass correlation is 1 . The intraclass correlation may take a negative value, but in practice it is generally positive. If each PSU in the population contains $M$ units, the smallest possible value of $\rho$ is $-1 /(M-1)$. This occurs when the population is finite with high
heterogeneity within PSUs, and zero variance between PSU means (Hansen et al., 1953, p.260, show this for repeated probability sampling from a fixed finite population).

In this thesis we will focus on modeling two-stage survey data. In the case of equal number of observations in each PSU, $\rho$ is usually less than 0.1 when PSUs are geographic areas and final units are households in these areas (Verma et al., 1980). When PSUs are households and final units are people in households it is usually between 0 and 0.2 (Clark and Steel, 2002).

Variances of estimators obtained from two-stage samples are often higher than those from a simple random sample of the same size. Kish (1965, Chapter 5) defined the design effect as the ratio of the design variance ( the variance over repeated probability sampling from a finite population) under the sampling technique used, to the variance assuming simple random sampling with the same sample size.

If the number of PSUs is large, each PSU contains $M$ units, and the sample size in each PSU is equal to $m$, then the design effect for the sample mean is given by

$$
\begin{equation*}
\operatorname{deff}=1+(m-1) \rho . \tag{1.1}
\end{equation*}
$$

When PSUs have unequal sample sizes, the deff is not expressible in terms
of $\rho$. Some design effect approximations have been suggested, one of these is

$$
\begin{equation*}
\operatorname{deff}=1+(\bar{m}-1) \rho, \tag{1.2}
\end{equation*}
$$

where $\bar{m}$ stands for the average PSU sample size (Kish, 1965, p.162).
The optimal value of $m$ can be chosen using simple cost models. Hansen et al. (1953, p.272) and Kish (1965, p.268, Equation 8.3.5) defined a simple cost model for two-stage sampling as

$$
\begin{equation*}
C=C_{0}+c C_{1}+n C_{2} \tag{1.3}
\end{equation*}
$$

where $C$ is the total cost, $c$ is number of PSUs in the sample, $n$ is the total sample size, $C_{0}$ is the fixed cost, $C_{1}$ is the cost of including a new PSU in the sample, and $C_{2}$ is the average cost of including an extra unit in the sample. Hansen et al. (1953, p.286) showed that the optimal PSU sample size that minimizes the variance of the sample mean subject to fixed total cost is

$$
\begin{equation*}
m_{o p t}=\sqrt{\frac{C_{1}}{C_{2}} \frac{1-\rho}{\rho}} \tag{1.4}
\end{equation*}
$$

In practice $\rho$ would have to be estimated, sometimes from a pilot survey, in which case the estimator of $\rho$ could be quite imprecise (Ukoumunne, 2002). In the balanced data case, that is when all PSUs have the same number of sample observations, $m$, Equation (1.3) can be rewritten as $C=C_{0}+c C_{1}+$ $m c C_{2}$, therefore $c=\left(C-C_{0}\right) /\left(C_{1}+m C_{2}\right)$. Hence, the optimal value of $c$ is

$$
\begin{equation*}
c_{o p t}=\frac{C-C_{0}}{C_{1}+m_{\text {opt }} C_{2}} \tag{1.5}
\end{equation*}
$$

### 1.2 Multilevel Analysis of Clustered Data

One way of allowing for correlations between values for units between PSUs is to fit a multilevel model. Multilevel models are a generalization of regression models. Let $y_{i j}$ be a dependent variable of interest, and $\mathbf{x}_{i j}$ a vector of covariates for unit $j$ in PSU $i$. The two-level linear mixed model (LMM) (Goldstein, 2003, Chapter 2) is given by

$$
\begin{equation*}
y_{i j}=\boldsymbol{\beta}^{\prime} \mathbf{x}_{i j}+b_{i}+e_{i j}, \quad i=1,2, \ldots, c, \quad j=1,2, \ldots, m_{i} \tag{1.6}
\end{equation*}
$$

where $c$ denotes the number of PSUs in the sample, $m_{i}$ denotes the number of observations selected in PSU $i, \boldsymbol{\beta}$ is the vector of unknown regression coefficients, $b_{i} \sim N\left(0, \sigma_{b}^{2}\right)$ is a PSU specific random effect, and $e_{i j}$ is assumed to be $N\left(0, \sigma_{e}^{2}\right)$. Therefore $y_{i j} \sim N\left(\boldsymbol{\beta}^{\prime} \mathbf{x}_{i j}, \sigma_{b}^{2}+\sigma_{e}^{2}\right)$, with variance $\sigma_{y}^{2}=\sigma_{b}^{2}+\sigma_{e}^{2}$. Variances of regression coefficient estimates can be estimated by either standard likelihood theory (West et al., 2007), or by using the robust Huber-White estimator (Huber, 1967; White, 1982). Maximum likelihood or restricted maximum likelihood methods can be used to estimate the model parameters.

The sampler is assumed to know the values of the design variable; hence the sampling design can be ignored (Sugden and Smith, 1984). Unequal selection probabilities are often used in the sampling designs that lie behind the sample selection, at least in some stages of the selection procedure. The
use of OLS estimators or other estimators that ignore the sampling design can bring in large bias and therefore mislead the inference when these probabilities are related to dependent variable values (Pfeffermann and Sverchkov, 1999). In this thesis, it is assumed that the sampling design is ignorable (Sugden and Smith, 1984) so that a simple LMM can be applied to the sample. The issues associated with the effect of more complex sampling designs on multilevel models are discussed by Pfeffermann et al. (1998).

### 1.3 Adaptive Procedures for Analyzing TwoStage Survey Data

There are number of possible approaches for estimating regression coefficients and their variances when the intraclass correlation $(\rho)$ is thought to be small or has been estimated as a small value. One approach is to fit a linear mixed model regardless. Another is to fit a linear model assuming independent observations, i.e. $\rho=0$. However, if the sample design is relatively clustered, that is a large number of final units are selected from each PSU, the estimated variances resulting from a linear mixed model can be much larger than those obtained from a linear model assuming independent observations, leading to wider confidence intervals. Moreover, a linear mixed model is more complicated to fit and explain than a simple linear model, so the latter is preferable provided it does not give misleading inference. This
thesis will explore a third alternative: an adaptive strategy based on testing the null hypothesis that the PSU-level variance component, $\sigma_{b}^{2}$, is zero. If the null hypothesis is not rejected we use the linear model for estimating the variances of the estimated regression coefficients $\hat{\boldsymbol{\beta}}$. On the other hand, if the null hypothesis is rejected we use the estimated variance for $\hat{\boldsymbol{\beta}}$ either using the standard likelihood theory variance estimator for the LMM or the Huber-White method.

This strategy is explained in Figure 1.1, where $\widehat{\operatorname{var}}_{L M}(\hat{\boldsymbol{\beta}})$ is the estimator


Figure 1.1: Flowchart explaining the adaptive procedure relying on testing $H_{0}: \sigma_{b}^{2}=0$ using LMM-REML variance estimator or HuberWhite variance estimator as an alternative
of $\operatorname{var}(\hat{\boldsymbol{\beta}})$ using the LM strategy, $\widehat{\operatorname{var}}_{L M M}(\hat{\boldsymbol{\beta}})$ is the estimator of $\operatorname{var}(\hat{\boldsymbol{\beta}})$ using the LMM strategy, $\widehat{\operatorname{var}}_{A D M}(\hat{\boldsymbol{\beta}})$ is the adaptive estimator based on the LMM variance estimator as an alternative and $\widehat{\operatorname{var}}_{A D H}(\hat{\boldsymbol{\beta}})$ is the adaptive estimator based on the robust Huber-White variance estimator as an alternative.

Another possible strategy is to use the LMM variance estimator or the robust Huber-White variance estimator as an alternative when $H_{0}: \sigma_{b}^{2}=0$ is rejected and the estimated design effect of the estimated regression coefficient, $\widehat{\operatorname{deff}}(\hat{\boldsymbol{\beta}})$, is larger than some cutoff $(d)$. This might be a good approach because the linear model could still be a reasonable approximation even when $H_{0}$ is rejected, because of the small estimate of the intraclass correlation $\rho$. Several cutoff points are considered later in this thesis. Figure 1.2 explains this adaptive strategy.


Figure 1.2: Flowchart showing the adaptive procedure based on testing $H_{0}$ : $\sigma_{b}^{2}=0$ and comparing $\widehat{d e f f}$ to a predetermined cutoff ( $d$ ), using LMM-REML variance estimator or Huber-White variance estimator as an alternative

### 1.4 Adaptive Design based on a Pilot survey

A pilot survey is a small study designed to test survey procedures and possibly obtain data to guide sample design, prior to conducting the full survey. It
also can help the researcher to address the inadequacy in the proposed design and avoid problems in the large scale studies (Lancaster et al., 2004). For example, Niser (2010) conducted a pilot survey to understand how the field of "study abroad" of Higher Education Institutions in the six New England states of the USA is organized. The contributions of 195 institutions were examined. He used websites, publications and telephone interviews to collect the information for his study. This study revealed that most of the institutions offered study abroad programs. It also revealed that providers played an important role in the broad programs offered to students from different institutions.

The use of a pilot survey to estimate the intraclass correlation $\rho$ is considered in this thesis, assuming the intercept-only model. An estimator of $\rho$ can be substituted in Equation (1.4) to give a within-PSU sample size for the main survey. Because $\rho$ appears in the denominator of (1.4), a small estimated value of $\rho$ might lead to a very large PSU sample size being calculated, which could lead to very high variances from the main survey. Besides, the estimate of $\rho$ is often 0 in multilevel models, which happens often because of small variance across PSU-level units (Muthén and Satorra, 1995). To deal with these possibilities, $m$ will be truncated if it is greater than a cutoff, $A$. The value of $m$ will also be truncated below to be greater than or equal to 2 , to ensure that we can estimate the intraclass correlation $\rho$. A range of values
of the cutoff $A$ will be evaluated by simulation. A range of values of the pilot sample sizes of PSUs $\left(c_{p}\right)$ and units per PSU $\left(m_{p}\right)$ will also be evaluated. Figure 1.3 illustrates the approach.


Figure 1.3: Flowchart explaining an adaptive procedure based on a pilot survey

### 1.5 Outline of Thesis

This thesis is divided into seven chapters.

In Chapter 2, a summary of literature relevant to the thesis will be given. Topics will include linear mixed models, cluster and multistage sampling and the limited literature available on adaptive analysis of survey data.

Chapter 3 will consider two adaptive strategies. Both of them rely on the idea of testing the variance component $\sigma_{b}^{2}$ in model (1.6). In the first adaptive strategy, if we reject $H_{0}: \sigma_{b}^{2}=0$, we use the LMM estimators of $\operatorname{var}(\hat{\beta})$. On the other hand, if we accept $H_{0}$, then we assume that $\sigma_{b}^{2}=0$ and we fit the standard linear model with independent errors. The second adaptive strategy is using the robust Huber-White estimator $\widehat{\operatorname{var}}_{H u b}(\hat{\beta})$ is used instead of $\widehat{\operatorname{var}}_{L M M}(\hat{\beta})$ when $H_{0}$ is rejected. The two strategies are summarized in Figure 1.1. The adaptive strategies will be evaluated in a simulation study of normally distributed data from balanced and unbalanced designs.

The linear mixed model assumes that data are normally distributed. Chapter 4 will evaluate whether the adaptive procedures evaluated in Chapter 3 with simulated normal data are robust to this assumption. This will be done by simulating log-normal data with varying degrees of skewness.

The adaptive procedures of Chapter 3 are based on using the linear model whenever $H_{0}: \sigma_{b}^{2}=0$ is retained. It is possible that $H_{0}: \sigma_{b}^{2}=0$ is rejected
but that $\rho$ is still relatively small, so that a linear model may still be a reasonable model. Chapter 5 will evaluate a strategy to deal with this possibility. The LM estimators of $\operatorname{var}(\hat{\beta})$ will be used when $H_{0}: \sigma_{b}^{2}=0$ is not rejected or $\widehat{d e f f}<d$, where $d$ is a cutoff value. If $H_{0}$ is rejected and $\widehat{d e f f} \geq d$, the LMM variance estimators or alternatively the Huber-White variance estimators will be used. This approach is summarized in Figure 1.2. Several cutoff values, $d$, will be evaluated using simulated normal data.

Chapter 6 will develop approaches for using a pilot survey to estimate $\rho$, and hence to derive the best $m$ and $c$ for the main survey, as described in Section 1.4. Approaches will be evaluated by simulating pilot data, calculating $c_{\text {opt }}$ and $m_{\text {opt }}$ based on the pilot data, and then simulating main survey data using these values. The simulation will assume model (1.6) including the assumption of normality. Conclusions will be drawn on appropriate values for $m$ and $c$ for the pilot survey, and for a maximum value $A$ for $m$ in the main survey.

Finally, in Chapter 7 we will state conclusions and suggest directions for future research.

The Appendices contain derivations of some equations as well as some extra tables and the simulation programs.

## Chapter 2

## Review of Relevant Literature

### 2.1 List of notations

| Symbol | Definition |
| :--- | :--- |
| $y_{i j}$ | $j^{\text {th }}$ observation in PSU $i$ |
| $\mathbf{Y}$ | complete set of observations in all PSUs |
| $\mathbf{x}_{i}$ | vector of covariates |
| $\mathbf{X}$ | the $n \times p$ matrix of explanatory variables |
| $p$ | number of regressors |
| $\boldsymbol{\beta}$ | vector of unknown regression coefficients |
| $\mathbf{b}_{i}$ | vector of random coefficients |
| $\mathbf{e}_{i j}$ | error or residual term |
| $c$ | number of PSUs |
| $m_{i}$ | number of observations in PSU i in the unbalanced design |
| $m$ | number of observations per PSU in the balanced design |
| $n$ | total number of observations in all PSUs |
| $\sigma_{b}^{2}$ | random-effect variance component |
| $\sigma_{e}^{2}$ | error term variance component |


| V | block diagonal variance-covariance matrix of the complete set of observations in all PSUs, with diagonal elements $\mathbf{V}_{i}$ |
| :---: | :---: |
| $\mathbf{V}_{i}$ | diagonal elements of $\mathbf{V}, \mathbf{V}_{i}=\sigma_{b}^{2} \mathbf{J}_{m_{i}}+\sigma_{e}^{2} \mathbf{I}_{m_{i}}$ |
| $\hat{\mathbf{V}}_{i}$ | estimate of $\mathbf{V}_{i}$ |
| $\|\mathrm{V}\|$ | the determinant of the variance-covariance matrix $\mathbf{V}$ |
| $\mathbf{J}_{m_{i}}$ | $m_{i} \times m_{i}$ matrix where all entries are 1 |
| $\mathbf{I}_{m_{i}}$ | $m_{i} \times m_{i}$ identity matrix |
| MSE | mean square error within PSUs |
| MSA | mean square among PSUs |
| $\bar{y}_{i}$. | the sample mean for PSU $i$ |
| $\rho$ | intraclass correlation (ICC) |
| $m_{\text {main }}$ | number of observations per PSU in the main survey of the pilot survey |
| $c_{\text {main }}$ | number of sample PSUs in the main survey of the pilot survey |
| deff | design effect |
| $n_{e}$ | effective sample size |
| C | total cost |
| $C_{1}$ | cost of including a new PSU in the sample |
| $C_{2}$ | average cost of including an extra element in the sample |
| $C_{f}$ | the total cost |
| $\bar{y}_{w}$ | REML estimate of $\beta$ in the unbalanced data case, $\sum_{i=1}^{c} \frac{m_{i} \overline{\bar{y}}_{i}}{\grave{\lambda}_{i}} / \sum_{i=1}^{c} \frac{m_{i}}{\hat{\lambda}_{i}}$ |
| $\lambda_{i}$ | variance reciprocal of the mean for PSU $i, \lambda_{i}=\frac{m_{i}}{\sigma_{e}^{2}+m_{i} \sigma_{b}^{2}}=$ $\left(\operatorname{var}\left(\bar{y}_{i .}\right)\right)^{-1}$ |
| $\hat{\lambda}_{i}$ | estimate of $\lambda_{i}$ |
| $\Lambda$ | likelihood ratio test |
| B | number of PSUs in the population |


| $M$ | population size for each PSU, in the case where all PSUs are <br> of the same size. |
| :--- | :--- |
| $c_{p}$ | number of PSUs in the pilot survey |
| $m_{p}$ | number of observation per PSU in the pilot survey |
| $A$ | maximum number of observations per PSU |
| $m_{\text {opt }}$ | optimal PSU sample size |
| $c_{o p t}$ | optimal number of PSUs in the sample |
| $\mu$ | mean of the normal distribution in Chapter 4 |
| $\sigma^{2}$ | variance of the normal distribution in Chapter 4 |
| $\ell_{R}$ | restricted log-likelihood function |
| $\ell_{M}$ | log-likelihood function |

### 2.2 The Two-Level Linear Mixed Model

### 2.2.1 The Model

Let $\mathbf{X}$ be the $n \times p$ design matrix, which is assumed to be of rank $p$, and $\mathbf{Y}=\left(\mathbf{y}_{1}^{\prime}, \ldots, \mathbf{y}_{c}^{\prime}\right)^{\prime}$ be the complete set of $n=\sum_{i=1}^{c} m_{i}$ observations in the $c$ groups, where $\mathbf{y}_{i}=\left(y_{i 1}, \ldots, y_{i m_{i}}\right)^{\prime}$ is the observed vector for the $i^{\text {th }}$ PSU. Model (1.6) can also be written as

$$
\begin{equation*}
\mathbf{Y} \sim N(\mathbf{X} \boldsymbol{\beta}, \mathbf{V}) \tag{2.1}
\end{equation*}
$$

where $\mathbf{V}$ is a block diagonal matrix, $\mathbf{V}=\operatorname{diag}\left(\mathbf{V}_{i}, i=1, \ldots, c\right)$, and

$$
\begin{equation*}
\mathbf{V}_{i}=\sigma_{b}^{2} \mathbf{J}_{m_{i}}+\sigma_{e}^{2} \mathbf{I}_{m_{i}} \tag{2.2}
\end{equation*}
$$

where $\mathbf{J}_{m_{i}}$ is an $m_{i} \times m_{i}$ matrix with all entries equal to 1 , and $\mathbf{I}_{m_{i}}$ is the $m_{i} \times m_{i}$ identity matrix. $\boldsymbol{\beta}$ is the vector of unknown regression coefficients.

A simple special case of model (1.6) is the intercept-only model, this model includes just a grand mean parameter, it is defined by setting $x_{i j}$ to 1 for all $i, j$ :

$$
\begin{equation*}
y_{i j}=\beta+b_{i}+e_{i j}, \quad i=1,2, \ldots, c, \quad j=1,2, \ldots, m_{i}, \tag{2.3}
\end{equation*}
$$

where $c$ denotes number of the sample PSUs, $m_{i}$ denotes the number of units selected in PSU $i, b_{i} \sim N\left(0, \sigma_{b}^{2}\right)$ is a PSU specific random effect and $b_{i} s$ are independent and identically distributed (iid), and $e_{i j}$ is assumed to be $N\left(0, \sigma_{e}^{2}\right)$. The parameters $\sigma_{b}^{2}$ and $\sigma_{e}^{2}$ are the between- and within-PSUs variance components. This model will be used in the simulation studies in Chapters 3-6.

Observations for different units from the same PSU are correlated. It is assumed that $b_{i}$ is uncorrelated with $e_{i j}$, and that $b_{i}$ and $b_{i^{\prime}}$ for $i \neq i^{\prime}$ are uncorrelated. Therefore,

$$
\begin{align*}
V\left(y_{i j}\right) & =V\left(b_{i}\right)+V\left(e_{i j}\right)=\sigma_{b}^{2}+\sigma_{e}^{2} \\
\operatorname{Cov}\left(y_{i j}, y_{i j^{\prime}}\right) & =V\left(b_{i}\right)=\sigma_{b}^{2} \text { for } j \neq j^{\prime}, \text { and }  \tag{2.4}\\
\operatorname{Cov}\left(y_{i j}, y_{i^{\prime} j}\right) & =0 \text { for } i \neq i^{\prime} .
\end{align*}
$$

(Rao, 1997).

Assuming balanced data design, with $i=1, \ldots, c$ and $\left(j \neq j^{\prime}\right)=1, \ldots, m$,

Rao (1997) defined the intraclass correlation as

$$
\begin{equation*}
\rho=\frac{\operatorname{Cov}\left(y_{i j}, y_{i j^{\prime}}\right)}{\sqrt{V\left(y_{i j}\right) V\left(y_{i j^{\prime}}\right)}} . \tag{2.5}
\end{equation*}
$$

Therefore, substituting (2.4) into (2.5), we obtain

$$
\begin{equation*}
\rho=\frac{\sigma_{b}^{2}}{\sigma_{b}^{2}+\sigma_{e}^{2}} . \tag{2.6}
\end{equation*}
$$

Notice that under model (2.3), the intraclass correlation is always greater than or equal to 0 .

Given estimates $\hat{\sigma}_{b}^{2}$ and $\hat{\sigma}_{e}^{2}$, an estimator for $\rho$ is

$$
\begin{equation*}
\hat{\rho}=\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{b}^{2}+\hat{\sigma}_{e}^{2}} \tag{2.7}
\end{equation*}
$$

### 2.2.2 Likelihood Theory Estimation of Model Parameters

The variance components $\sigma_{b}^{2}$ and $\sigma_{e}^{2}$ are generally not known, and are usually estimated by Restricted Maximum Likelihood (REML), giving estimates $\hat{\mathbf{V}}_{i}$ of $\mathbf{V}_{i}$.

REML was first introduced by Patterson and Thompson (1971) as a modification of Maximum Likelihood. The REML method is often presented as a technique based on maximization of the likelihood of a set of linear combinations of the elements of the response variable $\mathbf{y}$, say $\mathbf{k}^{\prime} \mathbf{y}$, where $\mathbf{k}$ is chosen so that $\mathbf{k}^{\prime} \mathbf{y}$ is free of fixed effects. One of the attractive aspects of REML is that it takes into account the degrees of freedom used up by the estimation
of the fixed effects (Diggle et al., 1994, Chapter 4). There is also no loss of information about the variance components when the inference is derived from $\mathbf{k}^{\prime} \mathbf{y}$ rather than $\mathbf{y}$.

The restricted log-likelihood function is given by West et al. (2007, p.28) by the Equation

$$
\begin{align*}
\ell_{R}= & -\frac{1}{2}\left[(n-1) \log (2 \pi)+\log |\mathbf{V}|+\log \left|\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right|\right.  \tag{2.8}\\
& \left.+\mathbf{Y}^{\prime} \mathbf{V}^{-1}\left\{\mathbf{I}-\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime}\right\} \mathbf{V}^{-1} \mathbf{Y}\right],
\end{align*}
$$

where $\mathbf{V}=\operatorname{diag}\left(\mathbf{V}_{i}\right)$ and $\mathbf{V}_{i}$ are given by (2.2). Maximizing (2.8) with respect to $\sigma_{b}^{2}$ and $\sigma_{e}^{2}$ gives the REML estimates of these parameters. The REML estimate of $\hat{\boldsymbol{\beta}}$ is given by

$$
\begin{align*}
\hat{\boldsymbol{\beta}} & =\left(\mathbf{X}^{\prime} \hat{\mathbf{V}}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \hat{\mathbf{V}}^{-1} \mathbf{Y} \\
& =\left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{x}_{i}\right)^{-1} \sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{y}_{i} . \tag{2.9}
\end{align*}
$$

In the intercept-only model, the REML estimates are defined by the following system of equations:

$$
\begin{align*}
\frac{n-c}{\hat{\sigma}_{e}^{2}}+\sum_{i=1}^{c} \frac{\hat{\lambda}_{i}}{m_{i}}-\frac{\sum_{i=1}^{c} \frac{\lambda_{i}^{2}}{m_{i}}}{\sum_{i=1}^{c} \hat{\lambda}_{i}} & =\frac{(n-c) M S E}{\hat{\sigma}_{e}^{4}}+\sum_{i=1}^{c} \frac{\hat{\lambda}_{i}^{2}}{m_{i}}\left(\bar{y}_{i .}-\hat{\beta}\right)^{2} \\
\sum_{i=1}^{c} \hat{\lambda}_{i}-\frac{\sum_{i=1}^{c} \hat{\lambda}_{i}^{2}}{\sum_{i=1}^{c} \hat{\lambda}_{i}} & =\sum_{i=1}^{c} \hat{\lambda}_{i}^{2}\left(\bar{y}_{i .}-\hat{\beta}\right)^{2}  \tag{2.10}\\
\hat{\beta} & =\frac{\sum_{i=1}^{c} \hat{\lambda}_{i} \bar{y}_{i} .}{\sum_{i=1}^{c} \hat{\lambda}_{i}},
\end{align*}
$$

(Sahai and Ojeda, 2005, p.106), where $\bar{y}_{i}$. is the mean of PSU $i$ and

$$
M S E=\frac{1}{n-c} \sum_{i=1}^{c} \sum_{j=1}^{m_{i}}\left(y_{i j}-\bar{y}_{i .}\right)^{2},
$$

and

$$
\lambda_{i}=\frac{m_{i}}{\sigma_{e}^{2}+m_{i} \sigma_{b}^{2}}=\left(\operatorname{var}\left(\bar{y}_{i .}\right)\right)^{-1},
$$

is the variance reciprocal of the mean of $\operatorname{PSU} i$, and

$$
\hat{\lambda}_{i}=\frac{m_{i}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}},
$$

is the estimate of $\lambda_{i}$. Equations in (2.10) must be solved numerically with respect to $\hat{\sigma}_{b}^{2}$ and $\hat{\sigma}_{e}^{2}$. In the balanced data case ( $m_{i}=m$ for all $i$ ), the REML estimates have a simpler form. Let $M S A=\frac{m}{c-1} \sum_{i=1}^{c}\left(\bar{y}_{i .}-\bar{y} . .\right)^{2}$, the system of equations (2.10) becomes

$$
\begin{aligned}
\hat{\sigma_{e}^{2}} & =\min \left(M S E, \frac{n-c}{n-1} M S E+\frac{c-1}{n-1} M S A\right) \\
\hat{\sigma_{b}^{2}} & =\frac{1}{m} \max (M S A-M S E, 0) \\
\hat{\beta} & =\bar{y}_{\ldots}
\end{aligned}
$$

(Sahai and Ojeda, 2005, p.40).

### 2.2.3 Likelihood Theory Estimation of $\operatorname{var}(\hat{\boldsymbol{\beta}})$

In this section we discuss the variances of the estimated regression coefficients and their estimators. The estimated variance of the REML $\hat{\boldsymbol{\beta}}$ is given by

$$
\begin{align*}
\widehat{\operatorname{var}}(\hat{\boldsymbol{\beta}}) & =\left(\mathbf{X}^{\prime} \hat{\mathbf{V}}^{-1} \mathbf{X}\right)^{-1} \\
& =\left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{x}_{i}\right)^{-1}, \tag{2.11}
\end{align*}
$$

where $\hat{\mathbf{V}}_{i}=\hat{\sigma}_{b}^{2} \mathbf{J}_{m_{i}}+\hat{\sigma}_{e}^{2} \mathbf{I}_{m_{i}}$. For the intercept-only model given by (2.3), in the unbalanced data case, this simplifies to

$$
\begin{equation*}
\widehat{\operatorname{var}}(\hat{\beta})=\left\{\sum_{i=1}^{c} \frac{m_{i}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right\}^{-1}=\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{-1} \tag{2.12}
\end{equation*}
$$

Proof:

$$
\begin{aligned}
\widehat{\operatorname{var}}(\hat{\beta}) & =\frac{1}{\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{2}}\left[\sum_{i=1}^{c} \widehat{\operatorname{var}}\left(\hat{\lambda}_{i} \bar{y}_{i .}\right)\right] \\
& =\frac{1}{\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{2}}\left[\sum_{i=1}^{c} \hat{\lambda}_{i}^{2} \widehat{\operatorname{var}}\left(\bar{y}_{i .}\right)\right] \\
& =\frac{1}{\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{2}}\left[\sum_{i=1}^{c} \hat{\lambda}_{i}^{2}\left\{\frac{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}{m_{i}}\right\}\right] \\
& =\frac{1}{\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{2}}\left[\sum_{i=1}^{c}\left\{\hat{\lambda}_{i}^{2} \cdot \frac{1}{\hat{\lambda}_{i}}\right\}\right] \\
& =\frac{1}{\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{2}}\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right) \\
& =\frac{1}{\sum_{i=1}^{c} \hat{\lambda}_{i}} \\
& =\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{-1} .
\end{aligned}
$$

In the balanced data case, where $m_{i}=m$, the variance estimator simplifies further to

$$
\begin{equation*}
\widehat{\operatorname{var}}(\hat{\beta})=\frac{1}{c}\left[\hat{\sigma}_{b}^{2}+\frac{\hat{\sigma}_{e}^{2}}{m}\right] \tag{2.13}
\end{equation*}
$$

A confidence interval for $\beta$ could be constructed using the Equation

$$
\begin{equation*}
(1-\alpha) 100 \% C I=\hat{\beta} \pm t_{\left(d f, 1-\frac{\alpha}{2}\right)} \sqrt{\widehat{\operatorname{var}}(\hat{\beta})} \tag{2.14}
\end{equation*}
$$

However, it is not clear how the degrees of freedom in (2.14) should be defined for mixed models. Faes et al. (2009) suggested the following approximate confidence interval for the mixed models based on a scaled t -distribution:

$$
\begin{equation*}
(1-\alpha) 100 \% C I=\hat{\beta} \pm \delta^{-1} t_{\left(\nu, 1-\frac{\alpha}{2}\right)} \sqrt{\widehat{v a r}(\hat{\beta})} \tag{2.15}
\end{equation*}
$$
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where

$$
\begin{align*}
\delta & =\sqrt{\frac{\nu}{(\nu-2) \hat{V}(T)}} ; \\
\nu & =\sum_{i=1}^{c} \frac{m_{i}}{1+\left(m_{i}-1\right) \hat{\rho}}-1 ; \\
\hat{V}(T) & =1+\left(\frac{\hat{\beta}^{2}}{4\left(\widehat{\operatorname{var}(\hat{\beta}))^{3}} \widehat{\operatorname{var}}[\widehat{\operatorname{var}}(\hat{\beta})]\right),}\right. \tag{2.16}
\end{align*}
$$

with $\widehat{\operatorname{var}}(\hat{\beta})$ defined in (2.11) and $T=\frac{\hat{\beta}}{\sqrt{\widehat{\operatorname{var}(\hat{\beta}})}}$. The scale factor, $\delta$ was chosen so that the first two moments of $\delta t$ agreed with the moments of $t_{\nu-1}$. Faes et al. (2009) did not specify how $V(T)$ or $\widehat{\operatorname{var}}[\widehat{v a r}(\hat{\beta})]$ should be estimated; we will use a parametric bootstrap (see Subsection 3.4.3 for details). Other approaches have been suggested, see for example Satterthwaite (1941) and Kenward and Roger (1997). The method of Faes et al. (2009) has the advantage that it extends naturally to non-Gaussian model, unlike the other approaches.

### 2.2.4 Bootstrap Approaches

Although in complex survey data there are many methods to estimate the variance and calculate confidence intervals of nonlinear statistics such as regression coefficients, these methods are often awkward or do not broaden to complex designs or nonlinear estimators. Resampling methods such as the bootstrap, the jackknife and balanced repeated replication naturally deal with complex statistics and designs.

Rao and Wu (1988) considered extensions of the iid bootstrap to complex survey data of a nonlinear statistics. They applied the bootstrap method to two-stage cluster sampling with equal probabilities at both stages and without replacement to estimate the variances of the estimated regression coefficients. They found that this method is extendable to general sampling designs, such as stratified cluster sampling in which the clusters are sampled with replacement, stratified simple random sampling without replacement, unequal probability sampling without replacement, and two-stage cluster sampling with equal probabilities and without replacement.

Rao and Wu (1988) divided the population into $B$ PSUs with $M_{i}$ elements each and assumed that the population size is unknown. A simple random sample of $c$ PSUs is selected without replacement, with $m_{i}$ elements from the $M_{i}$ elements in each population PSU chosen without replacement. To estimate the variance of $\hat{\beta}, c$ PSUs from the $c$ sample PSUs are selected with replacement, then $m_{i}$ elements are drawn with replacement from from the $m_{i}$ elements in each selected PSU.

Sitter (1992) extended existing bootstrap with replacement and without replacement to more complex designs including stratified sampling and two-stage cluster sampling. The proposed resampling method was based on resampling a smaller number, $c^{\prime}$ of the $c$ sample PSUs selected from the $B$ population PSUs without replacement. This step is repeated indepen-
dently $h=c\left(1-c^{\prime} / c\right) /\left(c^{\prime}(1-c / B)\right)$ times. Then from the $m_{i}$ elements in each resampled PSU $i$ a number of within-PSU elements, $1 \leq m_{i}^{\prime}<m_{i}$, are resampled without replacement. This step is also repeated independently $\left[m_{i}\left(1-m_{i}^{\prime} / m_{i}\right) / m_{i}^{\prime}\left(1-m_{i} / M_{i}\right)\right]\left(B / h c^{\prime}\right)$ times. The variance of statistics such as $\hat{\beta}$ is estimated by repeating the procedure a large number of times.

### 2.2.5 Huber-White Estimator of $\operatorname{var}(\hat{\boldsymbol{\beta}})$

Liang and Zeger (1986) suggested the generalized estimation equation (GEE) approach as an alternative to the ML and REML approaches for modeling longitudinal and cross-sectional data. The GEE approach to linear modeling of clustered data can use either ordinary least squares $(O L S)$ or generalized least squares $(G L S)$.

The $O L S$ estimator for $\boldsymbol{\beta}$ is defined by

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}_{o l s}=\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{Y} \tag{2.17}
\end{equation*}
$$

The estimator $\hat{\boldsymbol{\beta}}_{\text {ols }}$, when the observations from different PSUs are uncorrelated but the same PSU observations are correlated with common intraclass correlation $\rho$, is unbiased (Scott and Holt, 1982) with variance equal to

$$
\begin{equation*}
\operatorname{var}\left(\hat{\boldsymbol{\beta}}_{\text {ols }}\right)=\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{V} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} . \tag{2.18}
\end{equation*}
$$

In general, $\mathbf{V}$ is not known and it can be estimated by $\hat{\mathbf{V}}$, therefore the
estimated variance for $\hat{\boldsymbol{\beta}}_{\text {ols }}$ is defined by

$$
\begin{equation*}
\widehat{\operatorname{var}}\left(\hat{\boldsymbol{\beta}}_{\text {ols }}\right)=\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \hat{\mathbf{V}} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} . \tag{2.19}
\end{equation*}
$$

The estimator $\widehat{\operatorname{var}}(\hat{\boldsymbol{\beta}})$ in (2.11) will be approximately unbiased provided that the variance model (2.2) is correct. If this is not the case, $\widehat{\operatorname{var}}(\hat{\boldsymbol{\beta}})$ will be biased and inference will be incorrect. An alternative to ML or REML estimates of $\operatorname{var}(\hat{\boldsymbol{\beta}})$ is the robust variance estimate approach described by Liang and Zeger (1986), in the context of modeling longitudinal data using generalized estimating equations (GEE). This approach can be applied to the analysis of data collected using PSUs, where observations within PSUs might be correlated and the observations in different PSUs are independent.

This approach can be referred to as robust or Huber-White variance estimation (Huber, 1967; White, 1982). It will be used as an alternative approach to estimating $\operatorname{var}(\hat{\boldsymbol{\beta}})$ in this thesis. The method yields asymptotically consistent covariance matrix estimates even if the variances and covariances assumed in model (1.6) are incorrect. It is still necessary to assume that observations from different PSUs are independent.

In Equation (2.11) in Subsection 2.2.3, the variance of $\hat{\boldsymbol{\beta}}$ was estimated by substituting REML estimates of $\sigma_{b}^{2}$ and $\sigma_{e}^{2}$ into $\mathbf{V}_{i}$. An alternative estimator of $\mathbf{V}_{i}$ is $\hat{\mathbf{V}}_{i}^{H u b}=\hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime}$, where $\hat{\mathbf{e}}_{i}=\mathbf{y}_{i}-\mathbf{x}_{i}^{\prime} \hat{\boldsymbol{\beta}} . \hat{\mathbf{V}}_{i}^{H u b}$ is approximately unbiased
for $\mathbf{V}_{i}$ even if (2.2) does not apply.

$$
\begin{align*}
E\left(\hat{\mathbf{V}}_{i}^{H u b}\right) & =E\left(\hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime}\right) \\
& \approx E\left[\left(\mathbf{y}_{i}-\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}\right)\left(\mathbf{y}_{i}-\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}\right)^{\prime}\right]  \tag{2.20}\\
& =\mathbf{V}_{i} .
\end{align*}
$$

Note that

$$
\begin{align*}
\operatorname{var}(\hat{\boldsymbol{\beta}})= & \operatorname{var}\left(\left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{x}_{i}\right)^{-1}\left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{y}_{i}\right)\right) \\
\approx & \left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{x}_{i}\right)^{-1}\left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{V}_{i} \hat{\mathbf{V}}_{i}^{-1} \mathbf{x}_{i}\right)  \tag{2.21}\\
& \left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{x}_{i}\right)^{-1} .
\end{align*}
$$

One way to construct a robust estimator of $\operatorname{var}(\hat{\boldsymbol{\beta}})$ is to substitute the robust estimator $\hat{\mathbf{V}}_{i}^{\text {Hub }}$ in (2.21) as follows (Liang and Zeger, 1986),

$$
\begin{align*}
\widehat{\operatorname{var}}_{H u b}(\hat{\boldsymbol{\beta}})= & \left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{x}_{i}\right)^{-1}\left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \hat{\mathbf{V}}_{i}^{H u b} \hat{\mathbf{V}}_{i}^{-1} \mathbf{x}_{i}\right)  \tag{2.22}\\
& \left(\sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{\mathbf{V}}_{i}^{-1} \mathbf{x}_{i}\right)^{-1} .
\end{align*}
$$

When there is only an intercept in the model $\left(\mathbf{x}_{i j}=1\right)$, (2.22) becomes

$$
\begin{equation*}
\widehat{\operatorname{var}}_{H u b}(\hat{\beta})=\frac{\sum_{i=1}^{c} \hat{\lambda}_{i}^{2}\left(\bar{y}_{i .}-\hat{\beta}\right)^{2}}{\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{2}} \tag{2.23}
\end{equation*}
$$

Proof: See Appendix A.
In the balanced data case, (i.e. $m_{i}=m$ ), from Equation (2.23) and since $\hat{\lambda}_{i}$ is constant this estimator becomes

$$
\begin{equation*}
\widehat{\operatorname{var}}_{H u b}(\hat{\beta})=\frac{1}{c(c-1)} \sum_{i=1}^{c}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2} . \tag{2.24}
\end{equation*}
$$

Exact confidence intervals can then be calculated using (2.15) with degrees of freedom equal to $c-1$ (MacKinnon and White, 1985).

### 2.3 Testing $H_{0}: \sigma_{b}^{2}=0$ in the Linear Mixed Model

A hypothesis of particular interest in model (1.6) is whether $\sigma_{b}^{2}$ is zero. If the null hypothesis $H_{0}: \sigma_{b}^{2}=0$ is retained, then there is no significant correlation within PSUs. Two methods to test the hypothesis $H_{0}: \sigma_{b}^{2}=0$ will now be described: the t-test and the restricted-likelihood ratio test.

### 2.3.1 t-Test

One approach to test $H_{0}: \sigma_{b}^{2}=0$ vs $H_{1}: \sigma_{b}^{2}>0$ is a t-test approach. This approach is the default of the statistical software SPSS (SPSS, 2007). Assuming the intercept-only model for the balanced design with $m_{i}=m$, the variance of $\hat{\sigma}_{b}^{2}$ can be approximated by

$$
\begin{equation*}
\operatorname{var}\left(\hat{\sigma}_{b}^{2}\right)=\frac{2}{c-1}\left(\sigma_{b}^{2}+\frac{\sigma_{e}^{2}}{m}\right)^{2}+\frac{2}{m^{2}(n-c)} \sigma_{e}^{4} \tag{2.25}
\end{equation*}
$$

(Rao, 1997) when the probability that $\hat{\sigma}_{b}^{2}=0$ is small. (This would be a poor approximation if $\sigma_{b}^{2}$ is small or zero). Following Berkhof and Snijders (2001), the $t$-test statistic is the ratio of the restricted maximum likelihood estimator $\hat{\sigma}_{b}^{2}$ to its estimated standard deviation $\widehat{\operatorname{se}}\left(\hat{\sigma}_{b}^{2}\right)=\left(\widehat{\operatorname{var}}\left(\hat{\sigma}_{b}^{2}\right)\right)^{\frac{1}{2}}$; it is given by

$$
\begin{equation*}
t=\frac{\hat{\sigma}_{b}^{2}}{\widehat{\operatorname{se}}\left(\hat{\sigma}_{b}^{2}\right),} \tag{2.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{\operatorname{var}}\left(\hat{\sigma}_{b}^{2}\right)=\frac{2}{c-1}\left(\hat{\sigma}_{b}^{2}+\frac{\hat{\sigma}_{e}^{2}}{m}\right)^{2}+\frac{2}{m^{2}(n-c)} \hat{\sigma}_{e}^{4} . \tag{2.27}
\end{equation*}
$$

The null hypothesis $H_{0}: \sigma_{b}^{2}=0$ is rejected if $t>t_{n-1, \alpha}$, where $n$ is the sample size and $\alpha$ is the significance level. This approach is based on an assumption that $t \sim t_{n-1}$ when $H_{0}$ is true. However, it is easy to see that this is not justified. For the intercept-only model (2.3) with $m_{i}=m$, the maximum likelihood estimator for $\sigma_{b}^{2}$ is given by

$$
\begin{equation*}
\hat{\sigma}_{b}^{2}=\frac{1}{m}\left\{\left(1-\frac{1}{c}\right) M S A-M S E\right\} \tag{2.28}
\end{equation*}
$$

provided that this estimator is positive and 0 otherwise. The probability that $\hat{\sigma}_{b}^{2}=0$ tends to 0.5 under $H_{0}$ for large $c$ and $m$ (Berkhof and Snijders, 2001). When $H_{0}$ is not true, the approximate distribution of $\hat{\sigma}_{b}^{2}$ is $\frac{\sigma_{b}^{2}}{c} \chi_{c-1}^{2}$ with standard error $\sqrt{2(c-1)} \sigma_{b}^{2} / c$, for large $m$ and fixed values of $c, \sigma_{b}^{2}$ and $\operatorname{var}\left(\hat{\sigma}_{b}^{2}\right)$. Hence the $t$-test statistic would be expected to give flawed inference for testing that $H_{0}: \sigma_{b}^{2}=0$.

### 2.3.2 Restricted Likelihood Ratio Test (RLRT)

A better option is to use REML estimators to derive the likelihood ratio test (LRT) statistic for testing $H_{0}: \sigma_{b}^{2}=0$.

The problem of testing $H_{0}: \sigma_{b}^{2}=0$ using the likelihood ratio test is discussed by Self and Liang (1987) using ML estimators for the variance

### 2.3. TESTING $H_{0}: \sigma_{B}^{2}=0$ IN THE LINEAR MIXED MODEL

components. Self and Liang (1987) allowed the true parameter values to be on the boundary of the parameter space, and showed that the large sample distribution of the likelihood ratio test is a mixture of $\chi^{2}$ distributions under nonstandard conditions assuming that response variables are iid. This assumption does not generally hold in linear mixed models, at least under the alternative hypothesis. Stram and Lee (1994) used the results of Self and Liang (1987) to prove that the asymptotic distribution of the likelihood ratio test for testing $H_{0}: \sigma_{b}^{2}=0$ has an asymptotic $50: 50$ mixture of $\chi^{2}$ with 0 and 1 degrees of freedom under $H_{0}$ rather than the classical single $\chi^{2}$ if the data are $i i d$ under the null and alternative hypotheses. $\left(\chi_{0}^{2}\right.$ is defined to be the identically zero distribution.) This is because the chance of obtaining a negative estimate of $\sigma_{b}^{2}$ under the null hypothesis is $50 \%$ and the chance of obtaining a positive estimate is $50 \%$ as well. However, negative values of $\hat{\sigma}_{b}^{2}$ are not permitted and are therefore corrected to 0 . When this happens, the chance of getting zero $\hat{\sigma}_{b}^{2}$ is approximately $50 \%$ (LaHuis and Ferguson, 2009).

From (2.8), the restricted likelihood ratio test is given by

$$
\begin{align*}
\Lambda & =-2 \log (R L R T)  \tag{2.29}\\
& =2 \stackrel{M A X}{H_{A}} \ell_{R}\left(\boldsymbol{\beta}, \sigma_{b}^{2}, \sigma_{e}^{2}\right)-2 \stackrel{M A X}{H_{0}} \quad \ell_{R}\left(\boldsymbol{\beta}, \sigma_{b}^{2}, \sigma_{e}^{2}\right) .
\end{align*}
$$

In the intercept-only model case (2.3) assuming balanced data, Visscher
(2006) gave the REML-based likelihood ratio test (RLRT) as

$$
\Lambda= \begin{cases}(n-1) \log \left(\frac{n-c}{n-1}+\frac{c-1}{n-1} F\right)-(c-1) \log (F) & \text { if } F>1  \tag{2.30}\\ 0 & \text { if } F \leq 1\end{cases}
$$

Derivation of 2.30: See Appendix A
The large sample distribution of the likelihood ratio $\Lambda$ is a $50: 50$ mixture of $\chi^{2}$ distribution with 0 and 1 degrees of freedom as the parameter values fall on the boundary of the parameter space (Self and Liang, 1987).

In the unbalanced data case, with the intercept-only model, the RLRT is

$$
\begin{align*}
\Lambda= & -2\left(\begin{array}{c}
M A X \\
H_{0} \\
\ell
\end{array} \stackrel{M}{H}^{M A X} \ell_{R}\right) \\
= & \ln (n)+(n-1) \ln \left(M S E_{0}\right)+\frac{\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2}}{M S E_{0}} \\
& -(n-c) \ln \left(M S E_{A}\right)-\sum_{i=1}^{c} \ln \left(\hat{\eta}_{i}\right)-\ln \left(\sum_{i=1}^{c}\left(\hat{\lambda}_{i}\right)\right) \\
& -\sum_{i=1}^{c} \hat{\lambda}_{i}\left(\bar{y}_{i .}-\hat{\beta}\right)^{2}, \tag{2.31}
\end{align*}
$$

where $M S E_{0}=\frac{1}{n-1} \sum_{i=1}^{c} \sum_{j=1}^{m_{i}}\left(y_{i j}-y_{. .}\right)^{2}$ is the mean squared error under the null hypothesis, $\sigma_{b}^{2}=0$ and $M S E_{A}=\hat{\sigma}_{e}^{2}$ is the mean squared error under the alternative hypothesis, $\sigma_{b}^{2}>0$ and $\eta_{i}=\sigma_{e}^{2}+m_{i} \sigma_{b}^{2}$.

Derivation of 2.31: See Appendix A

### 2.4 Adaptive Procedures

### 2.4.1 Review of Longford (2008)

Longford (2008) has investigated the advantages of estimators based on se-
lected models, assuming a two-stage sampling design and $c$ PSUs with $m_{i}$ observations from each. He used the one-way analysis of variance model, $y_{i j}=\beta_{i}+b_{i}+e_{i j}, i=1, \ldots, c ; j=1, \ldots, m_{i}$, where $\beta_{i}$ is the mean of PSU $i$.

Two alternative sub-models were considered;

- Model A: no restrictions on $\beta_{i}$;
- Model B: the group means are all equal, $\beta_{i}=\beta, i=1, \ldots, c$.

Longford (2008) was interested in estimation of $\beta_{i}$ for each $i=1, \ldots, c$, but for simplicity just $\beta_{1}$ was discussed.

For estimating $\beta_{i}$ two estimators were considered $\hat{\beta}_{A i}=\bar{y}_{i}$ under model A or $\hat{\beta}_{B i}=\hat{\beta}=\bar{y}_{\text {.. }}$ under model B.

The mean squared error $M S E=E\left[\left(\hat{\beta}_{i}-\beta_{i}\right)^{2}\right]$ of the alternative estimators of $\beta_{i}$ were compared. The mean squared errors for $\hat{\beta}_{i}$ and $\hat{\beta}$ were $\operatorname{MSE}\left(\hat{\beta}_{A i}\right)=$ $\frac{\sigma^{2}}{m_{i}}$ and $\operatorname{MSE}\left(\hat{\beta}_{B i}\right)=\frac{\sigma^{2}}{n}+\left(\beta_{i}-\beta\right)^{2}$. Longford recommended using whichever of $\hat{\beta}_{A i}$ or $\hat{\beta}_{B i}$ had lower MSE. This results in the following estimator of $\beta_{i}$ :

$$
\begin{cases}\bar{y}_{i .} & \text { if }\left(\beta_{i}-\beta\right)^{2}>\sigma^{2} g_{i}  \tag{2.32}\\ \bar{y}_{. .} & \text {otherwise, }\end{cases}
$$

where

$$
g_{i}=\frac{1}{m_{i}}-\frac{1}{n} .
$$

In practice (2.32) could not be used because $\beta_{i}-\beta$ is unknown, but Longford used (2.32) to motivate several estimators which can be applied in practice.

One example was to estimate $\beta_{i}$ using $\bar{y}$. when $m_{i}$ was small, and using $\bar{y}_{i}$. when $m_{i}$ was large.

As an alternative estimator to (2.32), Longford (2008) considered the convex combination

$$
\begin{equation*}
\tilde{\beta}_{i}=\left(1-t_{i}\right) \hat{\beta}_{i}+t_{i} \hat{\beta}, \tag{2.33}
\end{equation*}
$$

where $t_{i}$ is set to minimize $\operatorname{MSE}\left(\tilde{\beta}_{i} ; \beta_{i}\right)=E\left[\left(\tilde{\beta}_{i}-\beta_{i}\right)^{2}\right]$. The value of $t_{i}$ that minimizes the $M S E$ is

$$
\begin{equation*}
t_{i}^{*}=\frac{g_{i}}{g_{i}+\frac{\left(\beta_{i}-\beta\right)^{2}}{\sigma^{2}}} . \tag{2.34}
\end{equation*}
$$

The "ideal synthetic estimator" is then

$$
\begin{equation*}
\tilde{\beta}_{i}\left(t_{i}^{*}\right)=\left(1-t_{i}^{*}\right) \hat{\beta}_{i}+t_{i}^{*} \hat{\beta} . \tag{2.35}
\end{equation*}
$$

In practice (2.35) can not be calculated as $\left(\beta_{i}-\beta\right)$ is unknown.
Assuming $\sigma^{2}$ is known, one approach would be to estimate $t_{i}^{*}$ using

$$
\begin{equation*}
\hat{t}_{i}=\frac{g_{i} \sigma^{2}}{g_{i} \sigma^{2}+\left(\hat{\beta}_{i}-\hat{\beta}\right)^{2}} . \tag{2.36}
\end{equation*}
$$

### 2.4.2 Model Averaging

Model averaging is an alternative to model selection. In model selection the best model is selected and used for estimating the model parameters. Model selection calculations are simple as they rely on a single model. On the other
hand, model selection ignores model uncertainty and can give therefore overoptimistic inference. Model averaging combines models together and calculate the estimates as weighted averages. It requires more calculations but provides better estimates (Madigan and Ridgeway, 2003). Bayesian model averaging (BMA) is a widely used approach to model averaging approach in many fields, including medicine, meteorology and management sciences (Li and Shi, 2010).

Sorenson and Gianola (2002) define the following terms

$$
\begin{aligned}
\Psi & =\text { parameter or future data point }, \\
\mathbf{y} & =\text { data, } \\
D & =\left\{D_{1}, D_{2}, \ldots, D_{k}\right\} \text { set of models }, \\
p\left(D_{r}\right) & =\text { prior probability of model } r, r=1, \ldots, k, \\
p\left(D_{r} \mid \mathbf{y}\right) & =\text { posterior probability of model } r .
\end{aligned}
$$

It is commonly assumed that models are assigned equal prior probabilities, although this is not always true the case (Posada and Buckley, 2004).

The posterior distribution of $\Psi$ in the usual Bayesian approach is given by

$$
\begin{equation*}
p\left(\Psi \mid \mathbf{y}, D_{r}\right)=\frac{p\left(\mathbf{y} \mid \Psi, D_{r}\right) p\left(\Psi \mid D_{r}\right)}{p\left(\mathbf{y} \mid D_{r}\right)} \tag{2.37}
\end{equation*}
$$

The posterior distribution Equation (2.37) shows the case in which, if the
model is true, inferences are conditional on $D_{r}$. The idea of Bayesian model averaging, in contrast, is to find the average of the posterior distribution of models, resulting in the following Equation

$$
\begin{equation*}
p(\Psi \mid \mathbf{y})=\sum_{r=1}^{k} p\left(\Psi \mid \mathbf{y}, D_{\mathbf{r}}\right) \mathbf{p}\left(D_{\mathbf{r}} \mid \mathbf{y}\right) \tag{2.38}
\end{equation*}
$$

It is attractive to use BMA, but two real challenges have arisen. The first is how to select the set of models $D_{1}, \ldots, D_{k}$. For computational reasons, it is preferable not to use too many models particularly if each model involves complex structure. One approach is to only use the models that operate well according to some criteria such as the Akaike information criteria (AIC) (Akaike, 1974) or Bayesian information criteria (BIC) (Kass and Wasserman, 1995).

Another problem is how to calculate the marginal model likelihood according to the likelihood of every model,

$$
\begin{equation*}
p\left(\Psi \mid D_{r}\right)=\int p\left(\Psi \mid \theta_{r}, D_{r}\right) p\left(\theta_{r} \mid D_{r}\right) d \theta_{r} \tag{2.39}
\end{equation*}
$$

where $\theta_{r}$ is the vector of parameters in model $D_{r}$.
Adaptive confidence intervals calculated in the model selection criterion do not incorporate the model selection uncertainty, and so may not have the correct coverage rates. In this thesis we will evaluate the extent of this problem by simulation. Estimates of the variances of regression coefficients could be done based on model averaging of the linear and the linear mixed
model rather than selecting between them (see for example Hoeting et al., 1999; Yuan and Yang, 2005). This approach will not be developed in this thesis, because one of the objectives is to simplify the modeling process when the intraclass correlation is small.

### 2.5 Cluster and Multistage Sampling

### 2.5.1 Introduction

In multistage sampling, the population is divided into groups called primary sampling units (PSUs). A random sample from each selected PSU is then selected. If all units within each selected PSU are selected then two-stage sampling is called cluster sampling. Multistage sampling may employ more than two stages of selection. For example, in order to select a sample of local voters in New South Wales in Australia, a random sample of post codes could be surveyed. Then a sample of city blocks could be chosen within selected post codes. Then within each of these blocks a random sample of households could be selected.

One reason why two-stage sampling is used is to reduce cost with face-toface interviewing (Lehtonen and Pahkinen, 1994). Although the variability of estimates is increased if two-stage sampling is used, it enables surveys to be completed faster with less cost. For example, in the first stage a sample of areas could be chosen; in the second stage a sample of respondents within
those areas is selected (Tate and Hudgens, 2007). This can reduce travel and other administrative costs.

Two-stage sampling can be used when there is a list of all PSUs in the population but not of all units. Therefore, one might obtain a random sample of PSUs and then take a census or a sample within the selected PSUs (Hansen and Hurwitz, 1951).

Using a two-stage sample rather than simple random sample of the same size will increase the variance of estimates. The design effect is used to measure the increase in variance that happened when two-stage sampling is used. It is defined as the ratio of the variance of a statistic $\hat{\boldsymbol{\beta}}$ under a twostage sampling design, $\operatorname{var}_{d}(\hat{\boldsymbol{\beta}})$, to the variance of the statistic calculated under the simple random sampling design of the same sample size $n$ (Kish, 1965, Chapter 5). If the sample PSUs are of equal sizes, $m$, then the design effect is given by (1.1) in the intercept-only model. If the sample PSUs have different sizes, one approximation of the design effect is given by Equation (1.2).

Under the intercept-only model (2.3), in the unbalanced case

$$
\begin{aligned}
\operatorname{deff}(\bar{y} . .) & =1+\left(\frac{\sum m_{i}^{2}}{n}-1\right) \rho \\
& =1+\left(\bar{m}\left(1+c_{m}^{2}\right)-1\right) \rho
\end{aligned}
$$

where $c_{m}$ is the coefficient of variation of the within PSU sample sizes. Hence
provided the within PSU sample size do not vary considerably, $c_{m}^{2}$ will be small and (1.2) will provide a reasonable approximation.

### 2.5.2 Ignorable Two-Stage Sampling

This thesis assumes ignorable sampling, in the sense that multilevel models can be estimated from sample data without explicitly allowing for the sample design. This subsection reviews the concept of ignorability.

Sugden and Smith (1984) modeled the selection procedure by a sample selection method which relies on the design variables $z$ and may rely on the response variables $y$ and a vector of parameters $\theta$. This design can be written as

$$
\begin{equation*}
p(s \mid y, z ; \theta), \quad s \in \Omega \tag{2.40}
\end{equation*}
$$

where $\Omega$ is the set of feasible samples.
Sugden and Smith (1984) investigated ignorability conditions based on designs which depend on the design variables only, given partial information on the design. Such designs can be written as

$$
\begin{equation*}
p(s \mid z), \quad s \in \Omega \tag{2.41}
\end{equation*}
$$

They defined $d_{s}=D_{s}(z)$ to be data derived from knowledge of selection procedure (2.40) and from values of the available probabilities of selection $(s, p(s))$, as well as any values or functions of $z$. The fundamental condition
for ignoring the sampling design given the design information is that $p(s \mid z)=$ $p\left(s \mid d_{s}\right)$ for $z$ such that $d_{s}=D_{s}(z)$.

Models fitted using data from a simple random sample are generally approximately unbiased for the model that would be estimated from the full population. If the sample design is more complex, the sample model could be biased for the population model (Pfeffermann, 1993).

Pfeffermann (1993) assumed that the population consists of $N$ units and a vector of measurements $\left(y_{i}, z_{i}\right)$ is linked with every unit $i$ where $\left(y_{i}, z_{i}\right)$ are independent draws and have a bivariate normal $B N(\mu, \Sigma)$. The aim was to estimate $\mu_{y}=E(Y)$, where $Y$ is the variable of interest with values $Y_{i}, i=1, \ldots, N$, from a sample $s$ selected by a probability sampling method. If simple random sampling is used then $\bar{Y}_{s}$ is an unbiased estimator of $\mu_{y}$, and it fulfils other optimal properties. It is obvious that inference can ignore the sampling design in this case. However, if probability proportional to $z_{i}$, with replacement, is used, then ignoring the sampling design can be misleading, and $\bar{Y}_{s}$ may be biased for $\mu_{y}$.

The ignorability of the sampling design depends on the model and the parameters of interest as well as the sample design and the information available about the design. If all design variables are incorporated in the regressor variables in the regression model, then the sampling design is ignorable for estimating the regression coefficients. It is not ignorable for estimating the
unconditional mean and variance for the regression dependent variables, if the values of the design variables are only known for units in the sample.

### 2.5.3 Cost-Variance Modeling and Optimal Design

Two-stage sampling normally leads to estimates having a higher variance than simple random sampling with the same sample size. Therefore, when its effect on reducing the unit cost is more than the increase of the unit variance, two-stage sampling is recommended. Increasing the within-PSU sample size increases both the cost and the variance (Kish, 1965, p.263). Even small values of intraclass correlation lead to a significant increase in variance when the average PSU sample size is large (Gao and Smith, 1998). multi-stage sampling, assuming equal sized PSUs with equal sample size, and simple random sample at both stages:

$$
\begin{equation*}
C=C_{0}+c C_{1}+n C_{2}, \tag{2.42}
\end{equation*}
$$

Hansen et al. (1953, p.271) stated: "We shall assume, for the particular illustrative sample survey under consideration, that on the basis of prior experience and experimental work we have estimated that $C_{2}=\$ 1$ ". Whereas $C_{1}$ is often not easy to estimate since it includes interviewer travel costs. The fixed $\operatorname{costs} C_{0}$ do not affect the optimal design.

Kalsbeek et al. (1981) stated that "We believe that the ideal cost model has the following three characteristics. First, it must realistically represent
the way in which costs are incurred in an actual survey operation. Second, the formulation should be simple enough so that the optimum solution is tractable. Third, unit costs which constitute the parameters of the cost model should be sufficiently straightforward in interpretation so that they can be easily understood by operations staff to develop useful estimates for calculating optimum allocations. The influence of clustering the sample on costs and variances generally is opposed; it reduces the costs and increases the variances. The economic design of a multistage sample requires the sampling statistician to estimate and balance these influences."

The approximate optimal number of sample PSUs and sample PSU sizes are given by

$$
\begin{aligned}
m_{o p t} & =\sqrt{\frac{C_{1}}{C_{2}} \frac{1-\rho}{\rho}} ; \\
c_{o p t} & =\frac{C-C_{0}}{C_{1}+m_{o p t} C_{2}}
\end{aligned} .
$$

In the discussion so far, it has been assumed that simple random sampling of PSUs and of elements within PSUs is used. In practice probability proportional to size (PPS) selection of PSUs may be preferable (Hansen and Hurwitz, 1943). In the PPS method, the probability of selecting a PSU varies according to the PSU size: the larger the PSU size is the greater the probability of selection will be, up to a maximum of 1 . The PPS approach can increase the precision for a given sample size by targeting the sample towards large units that affect population estimates more. With suitable redefinition
of the variance components similar results can be obtained for PPS.

## Chapter 3

## Adaptive Estimators Based on Testing the Variance Component in a Multilevel Model

### 3.1 Introduction

In multistage sampling, sample units are selected in stages. The target population is divided into primary sample units in the first stage. Sampling units are then subsampled from these PSUs. Further selection is made within each unit. It is used in many surveys of social, health, economic and demographic topics. It is a very flexible technique since many aspects of the design can be controlled, including the number of stages (eg PPS or equal probability, systematic or simple random sampling) of selection or the number of units and the number of units selected for each stage. In this thesis, we are going to consider two-stage samples.

Data from final units within the same PSU may be correlated. One way of analyzing this kind of data is with multilevel models. Multilevel models are a generalization of regression models. Goldstein (2003, Chapter 2) defined the two-level linear mixed model (LMM) by Equation (1.6).

The intraclass correlation $(\rho)$ is a measure of the association between the regression residuals for members of the same PSU. It also expresses the between-PSU variance, $\sigma_{b}^{2}$ as the proportion of the sum of the between- and the within-PSU variance components (Commenges and Jacqmin, 1994), as described in Equation (2.7)

The intraclass correlation, $\rho$ is quite small in many cases. For instance, it is zero if units within PSUs are homogeneous. The highest possible value of $\rho$ is 1 . This is true when values are equal for units from the same PSU (Kish, 1965, Chapter 5). The smallest value of the intraclass correlation is $\frac{-1}{M-1}$ when all PSUs contain $M$ units, but this is rare. Model (2.3) implies that $\rho$ is greater than or equal to 0 . The intraclass correlation tends to be positive in typical two-stage surveys. Even small intraclass correlations can have a large effect on the variance, it within-PSU PSU sample sizes are large. In general, when geographic areas are PSUs and household are the final units, the intraclass correlation is less than 0.1 (Verma et al., 1980). If households are PSUs and people in these households are the final units it is usually between 0 and 0.2 (Clark and Steel, 2002).

Regression coefficients, $\boldsymbol{\beta}$, and the variances of their estimates, $\operatorname{var}(\boldsymbol{\beta})$, can be estimated using many possible procedures when the intraclass correlation is considered small. The linear model with independent observations is one possible procedure. The linear mixed model is another approach that can be used. An alternative is to use an adaptive approach based on testing the null hypothesis that the PSU-level variance component, $\sigma_{b}^{2}$, is zero. Accepting the null hypothesis, the linear model will be used for estimating $\operatorname{var}(\boldsymbol{\beta})$. If the null hypothesis is rejected, the linear mixed model or the robust Huber-White variance estimator will be used for estimating the variance of the regression coefficient estimates.

This chapter is divided into four sections. Section 3.2 will describe the adaptive strategies. A simulation study of the adaptive and other methods will be described in Section 3.4. In Section 3.5 we will draw conclusions.

### 3.2 Adaptive Strategies

In this Chapter two adaptive strategies will be considered based on the intercept-only model. Both of them rely on the idea of testing the variance component $\sigma_{b}^{2}$ in model (1.6). In the first adaptive strategy, if we reject $H_{0}: \sigma_{b}^{2}=0$, we use the LMM estimators of $\operatorname{var}(\hat{\boldsymbol{\beta}})$ defined in Equation (2.11). On the other hand, if we accept $H_{0}$, then we assume that $\sigma_{b}^{2}=0$ and we fit the standard linear model with independent errors. This strategy is
explained in Figure 1.1.
In the unbalanced case, $\hat{\boldsymbol{\beta}}_{L M M}$ (from the linear mixed model) will depend on $\hat{\lambda}_{i}$ and therefore on $m_{i}$ and $\hat{\rho}$. But in the balanced case $\hat{\boldsymbol{\beta}}_{L M M}$ does not depend on $\hat{\rho}$ irrespective of its value as the values of $\hat{\lambda}_{i}$ are all equal and cancel out.

The second adaptive strategy, is identical, except that the robust HuberWhite estimator $\widehat{\operatorname{var}}_{H u b}(\hat{\boldsymbol{\beta}})$ is used instead of $\widehat{\operatorname{var}}_{L M M}(\hat{\boldsymbol{\beta}})$ when $H_{0}$ is rejected.

The two adaptive strategies (ADM) and (ADH) are defined as

$$
\begin{align*}
& \widehat{\operatorname{var}}_{A D M}(\hat{\boldsymbol{\beta}})=\left\{\begin{array}{lllll}
\widehat{\operatorname{var}}_{L M M}(\hat{\boldsymbol{\beta}}) & \text { if } & H_{0} & \text { is not retained } \\
\widehat{\operatorname{var}}_{L M}(\hat{\boldsymbol{\beta}}) & \text { if } & H_{0} & \text { is retained, }
\end{array}\right.  \tag{3.1}\\
& \widehat{\operatorname{var}}_{A D H}(\hat{\boldsymbol{\beta}})=\left\{\begin{array}{llll}
\widehat{\operatorname{var}}_{H u b}(\hat{\boldsymbol{\beta}}) & \text { if } & H_{0} & \text { is not retained } \\
\widehat{\operatorname{var}}_{L M}(\hat{\boldsymbol{\beta}}) & \text { if } & H_{0} & \text { is retained. }
\end{array}\right. \tag{3.2}
\end{align*}
$$

The Huber-White variance estimator is approximately but not exactly unbiased. For the intercept-only model, it is straightforward to show that

$$
\begin{equation*}
\frac{E\left(\widehat{\operatorname{var}}_{H u b}(\hat{\beta})\right)}{\operatorname{var}(\hat{\beta})}=\frac{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}-\sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}} \tag{3.3}
\end{equation*}
$$

Derivation: See Appendix B
where $\hat{\beta}$ and $\operatorname{var}(\hat{\beta})$ are given by (2.10) and (2.23), respectively. Hence a bias-adjusted estimator is given by dividing (2.23) by the right hand side of (3.3), giving:

$$
\begin{equation*}
\widehat{\operatorname{var}}_{H u b}(\hat{\beta})=\frac{1}{\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{2}-\sum_{i=1}^{c} \hat{\lambda}_{i}^{2}} \sum_{i=1}^{c} \hat{\lambda}_{i}^{2}\left(\bar{y}_{i .}-\hat{\beta}\right)^{2}, \tag{3.4}
\end{equation*}
$$

The LMM $90 \%$ confidence intervals for $\beta$ are given by

$$
\begin{equation*}
(1-\alpha) 100 \% C I=\hat{\beta} \pm \delta^{-1} t_{\left(d f, 1-\frac{\alpha}{2}\right)} \sqrt{\widehat{\operatorname{var}}(\hat{\beta})} \tag{3.5}
\end{equation*}
$$

where $\delta=\sqrt{\frac{\nu}{(\nu-2) \hat{V}(T)}}, \alpha=0.1$ and the degrees of freedom (df) are defined to be:

$$
d f= \begin{cases}n-1 & \text { using LM Est. }  \tag{3.6}\\ \nu-1 & \text { using LMM Est. } \\ c-1 & \text { using Huber-White Est.. }\end{cases}
$$

Degrees of freedom for adaptive strategies (ADM) and (ADH) are defined as

$$
\begin{align*}
& d f_{A D M}= \begin{cases}n-1 & \text { if } H_{0} \text { not rejected } \\
\nu-1 & \text { if } H_{0} \text { rejected } ;\end{cases}  \tag{3.7}\\
& d f_{A D H}= \begin{cases}n-1 & \text { if } H_{0} \text { not rejected } \\
c-1 & \text { if } H_{0} \text { rejected }\end{cases} \tag{3.8}
\end{align*}
$$

where $\nu$ represents the effective sample size, with $\hat{\nu}=\frac{n}{\operatorname{deff}(\hat{\boldsymbol{\beta}})}$. The effective sample size is the ratio of the sample size to the design effect of the $\hat{\beta}$. The degrees of freedom for the linear mixed model are only an approximation (Faes et al., 2009). However, the degrees of freedom of the linear model and Huber-White are exact (MacKinnon and White, 1985). See Subsections 2.2.3 and 2.2.5 for further discussion of the LMM and Huber-White variance estimators and confidence intervals.

The advantage of the adaptive strategy is that we use the simple linear model to derive variance estimators, unless there is strong evidence against
$H_{0}: \sigma_{b}^{2}=0$. This has the benefit of simplifying the model and may also give tighter confidence intervals.

The adaptive confidence intervals may not have the correct coverage rates as they might not incorporate the model selection uncertainty. The extent of this problem will be evaluated by simulation. An alternative approach would be to fit both the LM and LMM and base estimates and inference on model averaging of these two models (see for example Hoeting et al., 1999; Yuan and Yang, 2005). This approach will not be developed in this thesis, because one of the objectives is to simplify the modeling process when the intraclass correlation is small.

### 3.3 Type 1 and Type 2 Errors of LM and Huber-White Approaches

The choice between the Huber-White and LM estimators of $\operatorname{var}(\hat{\beta})$ can be considered as a tradeoff of type 1 and type 2 error. In this context, type 1 error means using $\widehat{\operatorname{var}}_{H u b}(\hat{\beta})$ when $\sigma_{b}^{2}=0$ and type 2 error means $\widehat{\operatorname{var}}_{L M}(\hat{\beta})$ when $\sigma_{b}^{2}>0$. This section derives a result on the mean squared errors of the two approaches reflecting the type 1 and type 2 errors. For simplicity a balanced design and an intercept-only model are assumed, and only the Huber-White and LM approaches are compared.

When $\sigma_{b}^{2}=0$, we know that $\widehat{\operatorname{var}}_{L M}(\hat{\beta})=\frac{1}{n} s^{2}$, where $s^{2}=\sum_{i=1}^{c} \sum_{j=1}^{m}\left(y_{i j}-\right.$
$\left.\bar{y}_{. .}\right)^{2}$ which is distributed as a $\sigma_{e}^{2} \chi_{(n-1)}^{2} /(n-1)$ (Hocking, 1996, Theorem 3.1). Therefore,

$$
\begin{align*}
E\left(\widehat{\operatorname{var}}_{L M}(\hat{\beta})\right) & =(n-1) \frac{\sigma_{e}^{2}}{n(n-1)}=\frac{\sigma_{e}^{2}}{n} \\
\operatorname{var}\left(\widehat{\operatorname{var}}_{L M}(\hat{\beta})\right) & =2(n-1) \frac{\sigma_{e}^{4}}{n^{2}(n-1)^{2}}=\frac{2 \sigma_{e}^{4}}{n^{2}(n-1)} . \tag{3.9}
\end{align*}
$$

In the general case when $\sigma_{b}^{2}>0$, the estimated variance of $\hat{\beta}$ is given by

$$
\begin{align*}
\widehat{\operatorname{var}}_{L M}(\hat{\beta}) & =\frac{1}{n} s^{2}=\frac{1}{n(n-1)} \sum_{i=1}^{c} \sum_{j=1}^{m}\left(y_{i j}-\bar{y}_{. .}\right)^{2} \\
& =\frac{1}{n(n-1)} \sum_{i=1}^{c} \sum_{j=1}^{m}\left[\left(y_{i j}-\bar{y}_{i .}\right)-\left(\bar{y}_{i .}-\bar{y}_{. .}\right)\right]^{2} \\
& =\frac{1}{n(n-1)}\left[\sum_{i=1}^{c} \sum_{j=1}^{m}\left(y_{i j}-\bar{y}_{i .}\right)^{2}+\sum_{i=1}^{c} \sum_{j=1}^{m}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2}\right] \\
& =\frac{1}{n(n-1)}[S S E+S S A] . \tag{3.10}
\end{align*}
$$

But SSE and SSA are stochastically independent and have $\sigma_{e}^{2} \chi_{(n-c)}^{2}$ and $\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right) \chi_{(c-1)}^{2}$ distributions, respectively (Sahai and Ojeda, 2004, Theorems 2.3.2 and 2.3.3). Hence,

$$
\begin{aligned}
E\left(\widehat{\operatorname{var}}_{L M}(\hat{\beta})\right) & =\frac{1}{n(n-1)}(E(S S E)+E(S S A)) \\
& =\frac{1}{n(n-1)}\left((n-c) \sigma_{e}^{2}+(c-1)\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)\right) \\
\operatorname{var}\left(\widehat{\operatorname{var}}_{L M}(\hat{\beta})\right) & =\frac{1}{n^{2}(n-1)^{2}}(\operatorname{var}(S S E)+\operatorname{var}(S S A)) \\
& =\frac{2}{n^{2}(n-1)^{2}}\left[(n-c) \sigma_{e}^{4}+(c-1)\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)^{2}\right]
\end{aligned}
$$

Therefore, the mean squared error for $\widehat{\operatorname{var}}_{L M}(\hat{\beta})$ when $\sigma_{b}^{2}=0, M S E_{L M 0}$, is

### 3.3. TYPE 1 AND TYPE 2 ERRORS OF LM AND HUBER-WHITE

 APPROACHESderived as

$$
\begin{align*}
M S E_{L M 0} & =\left[E\left(\widehat{v a r}_{L M}(\hat{\beta})\right)-\operatorname{var}_{L M}(\hat{\beta})\right]^{2}+\operatorname{var}\left(\widehat{v a r}_{L M}(\hat{\beta})\right) \\
& =\left[E\left(\frac{s^{2}}{n}\right)-\frac{\sigma_{e}^{2}}{n}\right]^{2}+\frac{2 \sigma_{e}^{4}}{n^{2}(n-1)}=\frac{2 \sigma_{e}^{4}}{n^{2}(n-1)} \tag{3.11}
\end{align*}
$$

The mean squared error for $\widehat{\operatorname{var}}_{L M}(\hat{\beta})$ when $\sigma_{b}^{2}>0, M S E_{L M G}$, is derived as

$$
\begin{align*}
M S E_{L M G}= & {\left[\frac{1}{n(n-1)}\left((n-c) \sigma_{e}^{2}+(c-1)\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)\right)-\frac{1}{n}\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)\right]^{2} } \\
& +\frac{2}{n^{2}(n-1)^{2}}\left((n-c) \sigma_{e}^{4}+(c-1)\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)^{2}\right) \\
= & \frac{1}{n^{2}}\left[\left(\frac{n-c}{n-1}\right) \sigma_{e}^{2}+\left(\frac{c-1}{n-1}-1\right)\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)\right]^{2} \\
& +\frac{2}{n^{2}(n-1)^{2}}\left((n-c) \sigma_{e}^{4}+(c-1)\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)^{2}\right) \\
= & \frac{1}{n^{2}}\left[\frac{n-c}{n-1} \sigma_{e}^{2}-\left(\frac{n-c}{n-1}\right)\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)\right]^{2} \\
& +\frac{2}{n^{2}(n-1)^{2}}\left((n-c) \sigma_{e}^{4}+(c-1)\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)^{2}\right) \\
= & \frac{1}{n^{2}}\left[\frac{m(n-c)}{n-1} \sigma_{b}^{2}\right]^{2}+\frac{2}{n^{2}(n-1)^{2}}\left((n-c) \sigma_{e}^{4}\right. \\
& \left.+(c-1)\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)^{2}\right) . \tag{3.12}
\end{align*}
$$

But $\sigma_{e}^{2}=(1-\rho) \sigma_{y}^{2}$ and $\sigma_{b}^{2}=\rho \sigma_{y}^{2}$, so that $\sigma_{e}^{2}+m \sigma_{b}^{2}=(1+(m-1) \rho) \sigma_{y}^{2}$.

Therefore, substituting these terms into (3.12), we have

$$
\begin{align*}
M S E_{L M G}= & \frac{1}{n^{2}(n-1)^{2}}\left[m^{2}(n-c)^{2} \rho^{2}+2(n-c)(1-\rho)^{2}\right. \\
& \left.+2(c-1)(1+(m-1) \rho)^{2}\right] \sigma_{y}^{4} \tag{3.13}
\end{align*}
$$

The Huber-White variance estimator of $\hat{\beta}$ is given by

$$
\begin{equation*}
\widehat{\operatorname{var}}_{H u b}(\hat{\beta})=\frac{1}{c(c-1)} \sum_{i=1}^{c}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2} . \tag{3.14}
\end{equation*}
$$

But $\bar{y}_{i}$. is normally distributed with mean 0 and variance $\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right) / m$; hence, $\widehat{\operatorname{var}}_{H u b}(\hat{\beta})$ has a $\frac{\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right) / m}{c(c-1)} \chi_{(c-1)}^{2}$ distribution. Therefore,

$$
\begin{align*}
E\left(\widehat{\operatorname{var}}_{H u b}(\hat{\beta})\right) & =(c-1) \frac{\frac{\sigma_{e}^{2}+m \sigma_{b}^{2}}{m}}{c(c-1)}=\frac{\sigma_{e}^{2}+m \sigma_{b}^{2}}{n} \\
\operatorname{var}\left(\widehat{\operatorname{var}}_{H u b}(\hat{\beta})\right) & =2(c-1) \frac{\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)^{2}}{m^{2} c^{2}(c-1)^{2}}=\frac{2\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)^{2}}{n^{2}(c-1)} \tag{3.15}
\end{align*}
$$

Therefore, the mean squared error for $\widehat{\operatorname{var}}_{H u b}(\hat{\beta}), M S E_{H}$, is derived as

$$
\begin{align*}
M S E_{H} & =\left[E\left(\widehat{\operatorname{var}}_{H u b}(\hat{\beta})\right)-\operatorname{var}_{H u b}(\hat{\beta})\right]^{2}+\operatorname{var}\left(\widehat{\operatorname{var}}_{H u b}(\hat{\beta})\right) \\
& =\frac{2\left(\sigma_{e}^{2}+m \sigma_{b}^{2}\right)^{2}}{n^{2}(c-1)} \\
& =\frac{2(1+(m-1) \rho)^{2}}{n^{2}(c-1)} \sigma_{y}^{4} . \tag{3.16}
\end{align*}
$$

When $\sigma_{b}^{2}=0$, this reduces to $M S E_{H 0}$, where

$$
\begin{equation*}
M S E_{H 0}=\frac{2 \sigma_{e}^{4}}{n^{2}(c-1)} \tag{3.17}
\end{equation*}
$$

Comparing $M S E_{H 0}$ to $M S E_{L M 0}$, it is obvious that $M S E_{L M 0}$ is always less than $M S E_{H 0} . M S E_{L M 0}$ is $m$ times smaller than $M S E_{H 0}$ when $n$ and $c$ are large.

By manipulating (3.13) and (3.16), it is clear that $M S E_{H}<M S E_{L M}$ when

$$
\begin{align*}
& \frac{m^{2} c^{2}(m-1)^{2} \rho^{2}+2 c(m-1)(1-\rho)^{2}+2(c-1)(1+(m-1) \rho)^{2}}{(m c-1)^{2}}  \tag{3.18}\\
& -\frac{2(1+(m-1) \rho)^{2}}{(c-1)}>0 .
\end{align*}
$$

The left hand side of (3.18) is a quadratic and can be rewritten as:

$$
\begin{align*}
& m^{2} c^{2}(m-1)^{2}(c-1) \rho^{2}+2 c(c-1)(m-1)(1-\rho)^{2} \\
& +2(c-1)^{2}(1+(m-1) \rho)^{2}-2(m c-1)^{2}(1+(m-1) \rho)^{2}>0 . \tag{3.19}
\end{align*}
$$

Simplifying this inequality, we have

$$
\begin{aligned}
& 2(c-1)^{2}+2 c(m-1)(c-1)-2(m c-1)^{2}+\left(4(m-1)(c-1)^{2}\right. \\
& \left.-4 c(m-1)(c-1)-4(m-1)(m c-1)^{2}\right) \rho+(2 c(m-1)(c-1) \\
& +2(m-1)^{2}(c-1)^{2}+c^{2} m^{2}(m-1)^{2}(c-1) \\
& \left.-2(m-1)^{2}(m c-1)^{2}\right) \rho^{2}>0
\end{aligned}
$$

Expanding the constant term and the coefficients of $\rho$ and $\rho^{2}$, this inequality simplifies to:

$$
\begin{aligned}
& -2 c(m-1)(m c-1)-4 c(m-1)(m c-2 m+1) \rho \\
& +c(m-1)\left(2\left(2 m^{2}-4 m+1\right)-m c\left(3 m^{2}-3 m-2\right)+m^{2} c^{2}(m-1)\right) \rho^{2}>0
\end{aligned}
$$

Dividing by $c(m-1)$, we get

$$
\begin{align*}
& -2(m c-1)-4(m c-2 m+1) \rho+\left(2\left(2 m^{2}-4 m+1\right)\right.  \tag{3.20}\\
& \left.-m c\left(3 m^{2}-3 m-2\right)+m^{2} c^{2}(m-1)\right) \rho^{2}>0
\end{align*}
$$

Setting the left hand side of (3.20) to zero, we obtain the following roots of this quadratic equation:

$$
\rho_{1}=\frac{2(m c-2 m+1)+\sqrt{4(m c-2 m+1)^{2}+2(m c-1)\left(m^{2} c^{2}(m-1)+2\left(2 m^{2}-4 m+1\right)-m c\left(3 m^{2}-3 m-2\right)\right)}}{m^{2} c^{2}(m-1)+2\left(2 m^{2}-4 m+1\right)-m c\left(3 m^{2}-3 m-2\right)}
$$

$$
\rho_{2}=\frac{2(m c-2 m+1)-\sqrt{4(m c-2 m+1)^{2}+2(m c-1)\left(m^{2} c^{2}(m-1)+2\left(2 m^{2}-4 m+1\right)-m c\left(3 m^{2}-3 m-2\right)\right)}}{m^{2} c^{2}(m-1)+2\left(2 m^{2}-4 m+1\right)-m c\left(3 m^{2}-3 m-2\right)}
$$

But $2 m^{2}-4 m+1$ is positive if and only if $m \geq \frac{2+\sqrt{2}}{2}$ and $3 m^{2}-3 m-2$ is positive if and only if $m \geq \frac{32+\sqrt{33}}{6}$. It follows that $2 m^{2}-4 m+1$ and $3 m^{2}-3 m-2$ are positive if and only if $m \geq 2$. Therefore, $\rho_{1} \geq 0$ and $\rho_{2} \leq 0$ whenever $m \geq 2$. In practice, $m$ would almost always be greater than or equal 2. It follows that the Huber-White variance estimator has lower MSE than the LM variance estimator when $\rho \geq \rho_{1}$, since $\rho$ would almost always be greater than or equal to 0 .

Figure 3.1 shows the values of $m, c$ and $\rho$ such that the Huber-White variance estimator $\left(M S E_{H}\right)$ has lower mean squared error than the LM variance estimator $\left(M S E_{L M}\right)$ for different values of $\rho, m$ and $c$. The Figure shows that for $\rho=0, M S E_{H}$ is larger than $M S E_{L M}$ for all values of $m$ and $c$, except when $m=1$ for all values of $c$. When $m=1$, the two estimators have equal mean squared error for all $\rho$ and $c$; this is clear from (3.21).

For $\rho=0.01$, the Huber-White variance estimator does better than the LM variance estimator for values of $m>20$ with $c>17$. In case of $\rho=0.025$, the region such that the Huber-White variance estimator is better than the LM variance estimator becomes larger. $M S E_{H}<M S E_{L M}$ for values of $m>8$ with $c>8$.

For $\rho=0.05$, the Huber-White variance estimator has lower mean squared
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error than the LM variance estimator for values of $c \geq 4$ with $m \geq 4$. Finally, in case of $\rho=0.1$ the region such that the Huber-White variance estimator has lower mean squared error than the LM variance estimator is bounded by values of $c \geq 3$ with $m \geq 2$.

The Figure shows that as the value of $\rho$ increases the region such that Huber-White variance estimator has lower mean squared error than LM variance estimator increases.

For large $m$ and $c$, Equation (3.20) can be rewritten as:

$$
\begin{equation*}
-2 c-4 c \rho+\left(4 m-3 m^{2} c+m^{2} c^{2}\right) \rho^{2}>0 \tag{3.21}
\end{equation*}
$$

For large $m$ and $c$, the quadratic term in (3.21) is dominated by $m^{2} c^{2}$; therefore, (3.21) reduces to

$$
\begin{equation*}
-2-4 \rho+m^{2} c \rho^{2}=0 \tag{3.22}
\end{equation*}
$$

Setting the left hand side of (3.22) to 0 , we obtain the following roots:

$$
\begin{aligned}
& \rho_{1}=\frac{2+\sqrt{2\left(2+m^{2} c\right)}}{m^{2} c}, \\
& \rho_{2}=\frac{2-\sqrt{2\left(2+m^{2} c\right)}}{m^{2} c}
\end{aligned}
$$

It is clear that $\rho_{1}>0$ and $\rho_{2}<0$. Hence Huber-White variance estimator does better than LM variance estimator whenever $\rho \geq \rho_{1}$. We can further approximate $\rho_{1}$ to be

$$
\rho_{1} \approx \frac{2}{m^{2} c}+\sqrt{\frac{2}{m^{2} c}} \approx \sqrt{\frac{2}{m^{2} c}}
$$

So the Huber-White variance estimator generally does better than the LM variance estimator when $\rho \geq \sqrt{\frac{2}{m^{2} c}}$. This lower bound on $\rho$ tends to 0 as $c$ and particularly $m$ increase.

### 3.4 Simulation Study

### 3.4.1 Design of Simulation Study

A simulation study was conducted to compare the adaptive and non-adaptive methods for estimating $\operatorname{var}(\hat{\beta})$. Data were generated from the normal distribution, with $m_{i}=m$ and an intercept only model (2.3). The values of $\rho$, $m$ and $c$ were varied. 1000 samples were generated in each case. The values of $\sigma_{b}^{2}$ and $\sigma_{e}^{2}$ were set to $\frac{\rho}{1-\rho}$ and 1 respectively, to ensure that the intraclass correlation was $\rho$.

For each sample the estimated regression coefficients $\hat{\beta}$ and the estimators of $\operatorname{var}(\hat{\beta})$ were calculated for the LMM and LM models using the lme 4 and $l m$ packages (Pinheiro and Bates, 2000) in the R statistical environment ( R Development Core Team, 2007). The true variance of $\hat{\beta}$ was determined by calculating the variance over all 1000 simulations.

The hypothesis $H_{0}: \sigma_{b}^{2}=0$ was tested as described in Subsection 2.3.2. The two adaptive strategies ADM and ADH are defined by (3.1) and (3.2).
$90 \%$ confidence intervals were calculated for the LMM method using the method of Faes et al. (2009) as described in Subsection 2.2.3. Huber-White
confidence intervals were calculated as discussed in Subsection 2.2.5, and the adaptive confidence intervals were calculated as discussed in Section 3.2. The hope is that the adaptive procedures give shorter confidence intervals as they will use the LM when $H_{0}$ is not rejected and for small sample sizes these cases still have $\hat{\rho}$ away from zero. As the sample size increases, $H_{0}$ will only be not rejected when $\hat{\rho}$ is close to zero.

Two methods were evaluated for testing $H_{0}: \sigma_{b}^{2}=0$ : a t-test (as described in Subsection 2.3.1) and the restricted likelihood ratio test (as described in Subsection 2.3.2).

The values of $\rho, m$ and $c$ were varied. The parameter $\rho$ was varied over a range of values of $0,0.01,0.025,0.05$ and $0.1 ; c$ was varied over $2,5,10$ and 25 ; and $m$ was varied over $2,5,10,15,25$ and 50 . So the design effects varied from 1 to 5.9.

The estimated regression coefficients $\hat{\beta}$ and the estimators of $\operatorname{var}(\hat{\beta})$ were calculated for the LMM and LM models using the lme 4 and $l m$ packages (Pinheiro and Bates, 2000) in the R statistical environment (R Development Core Team, 2007). The t -test for $H_{0}: \sigma_{b}^{2}=0$ was applied by coding Equation (2.26) in R.

### 3.4.2 Simulation Results on Testing $H_{0}: \sigma_{b}^{2}=0$

This subsection will summarize the performance of the t-test and the RLRT for testing $H_{0}: \sigma_{b}^{2}=0$. Results for the intercept-only model with equal-sized PSUs will be used, with $\rho=0$ and 0.05 .

Table 3.1: Non-coverage of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT and t-test with $\rho=0$ and $\rho=0.05$.

| PSUs | Obser <br> vations | $\mathrm{P}\left(\right.$ Reject $\left.H_{0}: \sigma_{b}^{2}=0\right)$ when |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
|  |  | $\rho=0$ |  |  |  |  |
| 2 | $m$ | t-test $(\%)$ | RLRT $(\%)$ | t-test $(\%)$ | RLRT $(\%)$ |
| 2 | 2 | 0.0 | 10.5 | 0.0 | 10.2 |
| 2 | 5 | 0.0 | 5.8 | 0.0 | 8.6 |
| 2 | 10 | 0.0 | 5.2 | 0.0 | 11.5 |
| 2 | 15 | 0.0 | 5.0 | 0.0 | 11.7 |
| 2 | 25 | 0.0 | 3.8 | 0.0 | 19.4 |
| 2 | 50 | 0.0 | 4.5 | 0.0 | 29.2 |
| 5 | 2 | 0.9 | 10.5 | 1.0 | 10.9 |
| 5 | 5 | 0.0 | 8.0 | 0.1 | 13.1 |
| 5 | 10 | 0.0 | 7.5 | 0.3 | 22.7 |
| 5 | 15 | 0.0 | 6.4 | 1.3 | 27.8 |
| 5 | 25 | 0.0 | 7.4 | 4.4 | 43.6 |
| 5 | 50 | 0.0 | 7.2 | 16.8 | 62.7 |
| 10 | 2 | 11.1 | 10.1 | 14.7 | 11.2 |
| 10 | 5 | 11.3 | 8.5 | 23.9 | 19.7 |
| 10 | 10 | 11.1 | 6.3 | 37.0 | 32.2 |
| 10 | 15 | 10.7 | 8.6 | 52.8 | 47.4 |
| 10 | 25 | 9.3 | 9.7 | 71.6 | 66.1 |
| 10 | 50 | 9.7 | 6.7 | 90.7 | 89.3 |
| 25 | 2 | 14.4 | 10.9 | 20.9 | 14.4 |
| 25 | 5 | 12.9 | 9.4 | 37.9 | 30.0 |
| 25 | 10 | 10.2 | 7.6 | 58.2 | 57.4 |
| 25 | 15 | 12.3 | 10.9 | 77.8 | 73.0 |
| 25 | 25 | 10.2 | 8.7 | 93.3 | 92.2 |
| 25 | 50 | 16.0 | 8.0 | 99.9 | 99.3 |

Table 3.1 shows the probability of rejecting $H_{0}: \sigma_{b}^{2}=0$ based on the t-
test using the derived standard error defined by Equation (2.27) as well as the rejection probability based on the restricted likelihood ratio test using two different values of $\rho$ of 0 and 0.05 . We expect that the probability of rejecting $H_{0}$ should be close to 0.1 when $\rho=0$, while the probability of rejecting $H_{0}$ should be as high as possible when $\rho>0$.

The t-test performed very poorly as the proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ is rejected were very small, in general, when there where small number of PSUs (5 or less) for both values of $\rho$. Proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ is rejected were close to the nominal rate when $\rho=0$ and unacceptably high when $\rho=0.05$. For example: This is an important finding, because the t-test is the method used by the SPSS statistical software.

The RLRT proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ was rejected were closer to the nominal rate when $\rho=0$. For $\rho=0.05$, the proportions of samples where $H_{0}$ is rejected were much better than the t-test when there small numbers of sample PSUs. For example:

- When $c=2$ and $m=5$, the proportion of sample where $H_{0}$ is rejected were $5.8 \%$ when $\rho=0$ and $8.6 \%$ when $\rho=0.05$.
- When $c=5$ and $m=15$, the proportion of sample where $H_{0}$ is rejected were $6.4 \%$ when $\rho=0$ and $27.8 \%$ when $\rho=0.05$.
- When $c=10$ and $m=25$, the proportion of sample where $H_{0}$ is rejected
were $9.7 \%$ when $\rho=0$ and $66.1 \%$ when $\rho=0.05$.
- When $c=25$ and $m=2$, the proportion of sample where $H_{0}$ is rejected were $10.9 \%$ when $\rho=0$ and $14.4 \%$ when $\rho=0.05$.

Therefore, the RLRT method used in this thesis.

### 3.4.3 Simulation Results on Adaptive Confidence Intervals for $\beta$ for Balanced Data

A simulation study based on equal sized PSUs, $m_{i}=m$, and an intercept only model was conducted to compare the adaptive and non-adaptive methods for estimating $\operatorname{var}(\hat{\beta})$. Data were generated from the intercept-only model (2.3). The values of $\rho, m$ and $c$ were varied. 1000 samples were generated in each case. In this study we used the parametric bootstrap to estimate $V(T)$ because the scale parameter $\delta$ relies on $V(T)$ (see Equation 2.16) and Faes et al. (2009) did not specify how $V(T)$ can be estimated.

To apply the parametric bootstrap method to estimate $\operatorname{var}(T), 100$ samples were generated from the intercept-only model (2.3) with variances $\hat{\sigma}_{b}^{2}$ and $\hat{\sigma}_{e}^{2}$. For each sample, we estimated $\beta$ and $\operatorname{var}(\hat{\beta})$ to find the value of $T=\frac{\hat{\beta}}{\sqrt{\widehat{\operatorname{var}}(\hat{\beta})}}$. The variance of the 100 values of $T$ was calculated and used to estimate $V(T)$.

Another way to estimate $\operatorname{var}(T)$ is to estimate $\widehat{\operatorname{var}}[\widehat{\operatorname{var}}(\hat{\beta})]$, and then substitute into (2.16), but Faes et al. (2009) also did not specify how to esti-
mate this parameter, therefore we have tried to do that using the parametric bootstrap. The same procedure above is used, but now we estimated $\operatorname{var}(\hat{\beta})$ from the fitted model and then calculated the variance of the 100 estimated values of $\operatorname{var}(\hat{\beta})$. Then $\widehat{\operatorname{var}}(T)$ was calculated by coding Equation (2.16) in R. The LMM non-coverage rates were very small, specially for small number of sample PSUs (5 or less).

In the end the method of estimating $V(T)$ by calculating the variance of the 100 estimated values of $T$ performed better than the method uses $\widehat{\operatorname{var}}[\widehat{\operatorname{var}}(\hat{\beta})]$ to estimate $\operatorname{var}(T)$. Therefore, the first was used in the simulation studies in Chapters 3-5 in the balanced design.

The hypothesis $H_{0}: \sigma_{b}^{2}=0$ was tested as described in Subsection 2.3.2 using the restricted likelihood ratio test defined in Equation (2.30). The two adaptive strategies ADM and ADH were as defined in Section 3.2. 90\% confidence intervals were calculated for the LMM method using the method of Faes et al. (2009) as described in Subsection 2.2.3. Huber-White confidence intervals were calculated as discussed in Subsection 2.2.5, and the adaptive confidence intervals were calculated as discussed in Section 3.2.

Tables 3.2-3.4 show the ratio of the mean estimated variance of $\hat{\beta}$, $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$, using the four strategies of estimation (ADM, ADH, LMM and Huber) with values of $\rho$ of $0,0.025$ and 0.1 . In all tables we used $\beta=0$ and significance level $\alpha=0.1$ for testing $\sigma_{b}^{2}=0$. The tables show the non-
coverage rates of $90 \%$ confidence intervals of $\beta$ and the average lengths of these confidence intervals. The proportion of samples where $H_{0}: \sigma_{b}^{2}=0$ was rejected are also shown. Results on non-coverage and $90 \%$ confidence intervals average length are shown in graphical form in Figures 3.2-3.4. In the graphs we also include the LM strategy of estimation so that the effect of completely ignoring the clustered nature of the data can be examined.

The variance estimators were generally approximately unbiased, as all ratios are approximately 1 . There were some exceptions. The first was the variance estimator using the LMM strategy; it tended to be biased when there were 10 or less sample PSUs with approximately all numbers of observations per PSU for $\rho=0$. For 0.025 , it tended to biased when there were 2 sample PSUs with 25 or less observations per PSU and when there were 5 sample PSUs with 2 and 15 observations per PSU. It tended to be biased when there were 2 sample PSUs with 5 observations or less per PSU in case of $\rho=0.1$, as well. In case of $\rho=0$, it also tended to be biased when there were 5 PSUs with all numbers of observations per PSU. The other exception was the ADM and the ADH variance estimators, they tended to be biased when there were 2 sample PSUs with 2, 5, 15 and 50 observations per PSU when $\rho=0$.

Non-coverage rates for confidence intervals for $\beta$ were close to the nominal rate of $10 \%$ when $\rho=0$ for all methods.

CHAPTER 3. ADAPTIVE ESTIMATORS BASED ON TESTING THE VARIANCE COMPONENT IN A MULTILEVEL MODEL
Table 3.2: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT with $\rho=0$.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.290 | 1.290 | 1.553 | 1.183 | 8.4 | 8.4 | 11.6 | 7.8 | 11.2 | 5.676 | 3.059 | 6.330 | 5.429 |
| 2 | 5 | 1.283 | 1.283 | 1.517 | 1.042 | 9.2 | 9.0 | 9.1 | 10.3 | 6.3 | 1.243 | 1.564 | 1.327 | 3.142 |
| 2 | 10 | 1.259 | 1.259 | 1.523 | 1.055 | 8.9 | 8.9 | 9.2 | 10.7 | 5.1 | 0.862 | 1.053 | 0.952 | 2.270 |
| 2 | 15 | 1.179 | 1.179 | 1.412 | 0.927 | 9.8 | 9.8 | 10.1 | 10.4 | 3.8 | 0.683 | 0.794 | 0.749 | 1.772 |
| 2 | 25 | 1.165 | 1.165 | 1.419 | 0.976 | 10.8 | 10.8 | 11.3 | 8.9 | 4.2 | 0.528 | 0.621 | 0.584 | 1.442 |
| 2 | 50 | 1.318 | 1.318 | 1.581 | 1.087 | 7.9 | 7.9 | 9.4 | 9.5 | 5.5 | 0.389 | 0.477 | 0.426 | 1.015 |
| 5 | 2 | 1.074 | 1.074 | 1.183 | 0.986 | 9.4 | 9.2 | 10.2 | 9.4 | 9.9 | 1.173 | 1.181 | 1.190 | 1.255 |
| 5 | 5 | 1.163 | 1.163 | 1.288 | 1.057 | 9.3 | 9.3 | 10.0 | 8.5 | 7.6 | 0.716 | 0.721 | 0.732 | 0.801 |
| 5 | 10 | 1.152 | 1.152 | 1.282 | 1.044 | 8.0 | 8.0 | 8.8 | 9.5 | 6.7 | 0.500 | 0.505 | 0.513 | 0.569 |
| 5 | 15 | 1.133 | 1.133 | 1.259 | 1.017 | 9.2 | 9.2 | 10.1 | 10.1 | 7.9 | 0.412 | 0.417 | 0.423 | 0.465 |
| 5 | 25 | 1.124 | 1.124 | 1.234 | 0.999 | 9.4 | 9.4 | 10.0 | 10.4 | 7.9 | 0.317 | 0.321 | 0.324 | 0.360 |
| 5 | 50 | 1.157 | 1.157 | 1.294 | 1.059 | 8.0 | 7.9 | 8.5 | 8.7 | 7.0 | 0.224 | 0.226 | 0.232 | 0.258 |
| 10 | 2 | 1.036 | 1.036 | 1.103 | 0.976 | 10.9 | 10.8 | 10.9 | 11.0 | 11.4 | 0.788 | 0.787 | 0.793 | 0.794 |
| 10 | 5 | 1.148 | 1.148 | 1.221 | 1.071 | 8.1 | 8.1 | 9.1 | 9.3 | 8.0 | 0.489 | 0.490 | 0.492 | 0.503 |
| 10 | 10 | 1.033 | 1.033 | 1.095 | 0.972 | 10.8 | 11.0 | 10.9 | 10.6 | 8.5 | 0.347 | 0.348 | 0.348 | 0.361 |
| 10 | 15 | 1.205 | 1.205 | 1.282 | 1.116 | 7.2 | 7.1 | 8.9 | 9.1 | 8.6 | 0.282 | 0.283 | 0.285 | 0.292 |
| 10 | 25 | 1.203 | 1.203 | 1.268 | 1.103 | 7.3 | 7.3 | 7.9 | 9.4 | 8.3 | 0.219 | 0.219 | 0.219 | 0.225 |
| 10 | 50 | 1.137 | 1.137 | 1.209 | 1.045 | 9.7 | 9.7 | 10.0 | 10.7 | 8.0 | 0.154 | 0.154 | 0.155 | 0.159 |
| 25 | 2 | 0.950 | 0.950 | 0.994 | 0.920 | 11.4 | 11.4 | 11.7 | 12.3 | 10.1 | 0.483 | 0.483 | 0.483 | 0.482 |
| 25 | 5 | 0.956 | 0.956 | 0.963 | 0.913 | 10.6 | 10.7 | 11.9 | 11.1 | 8.1 | 0.303 | 0.302 | 0.298 | 0.302 |
| 25 | 10 | 1.038 | 1.038 | 1.051 | 0.984 | 10.6 | 10.6 | 11.1 | 11.5 | 8.7 | 0.214 | 0.214 | 0.212 | 0.214 |
| 25 | 15 | 1.013 | 1.013 | 1.025 | 0.961 | 9.5 | 9.4 | 10.8 | 10.9 | 6.8 | 0.174 | 0.173 | 0.171 | 0.173 |
| 25 | 25 | 1.123 | 1.123 | 1.137 | 1.069 | 8.4 | 8.4 | 8.8 | 9.0 | 9.1 | 0.135 | 0.135 | 0.134 | 0.136 |
| 25 | 50 | 1.045 | 1.046 | 1.068 | 0.971 | 9.4 | 9.4 | 10.3 | 10.3 | 8.8 | 0.096 | 0.096 | 0.095 | 0.095 |

Table 3.3: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT with $\rho=0.025$

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\right.$ Rej $\left.H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.189 | 1.189 | 1.440 | 1.074 | 8.2 | 8.2 | 12.0 | 8.9 | 9.9 | 4.934 | 2.977 | 5.552 | 5.299 |
| 2 | 5 | 1.182 | 1.182 | 1.415 | 1.012 | 11.4 | 10.9 | 11.1 | 12.6 | 7.5 | 1.330 | 1.693 | 1.437 | 3.330 |
| 2 | 10 | 1.139 | 1.139 | 1.356 | 0.985 | 11.4 | 11.4 | 12.9 | 11.6 | 7.5 | 0.915 | 1.211 | 1.009 | 2.413 |
| 2 | 15 | 1.005 | 1.005 | 1.227 | 0.947 | 15.5 | 15.5 | 13.9 | 8.5 | 8.6 | 0.780 | 1.034 | 0.880 | 2.167 |
| 2 | 25 | 1.074 | 1.074 | 1.273 | 1.058 | 18.6 | 18.6 | 16.1 | 8.7 | 14.4 | 0.710 | 1.054 | 0.800 | 1.911 |
| 2 | 50 | 0.886 | 0.886 | 1.056 | 0.911 | 23.4 | 23.4 | 19.9 | 9.3 | 16.9 | 0.548 | 0.835 | 0.623 | 1.469 |
| 5 | 2 | 1.123 | 1.123 | 1.245 | 1.061 | 9.6 | 9.6 | 8.5 | 9.2 | 11.9 | 1.224 | 1.230 | 1.254 | 1.323 |
| 5 | 5 | 0.986 | 0.986 | 1.102 | 0.941 | 10.8 | 10.9 | 11.2 | 10.8 | 11.2 | 0.751 | 0.759 | 0.780 | 0.854 |
| 5 | 10 | 0.967 | 0.967 | 1.093 | 0.975 | 12.4 | 12.1 | 12.1 | 8.7 | 14.7 | 0.543 | 0.551 | 0.572 | 0.644 |
| 5 | 15 | 1.080 | 1.080 | 1.233 | 1.118 | 11.3 | 11.3 | 10.1 | 8.8 | 17.1 | 0.457 | 0.465 | 0.487 | 0.549 |
| 5 | 25 | 0.895 | 0.895 | 1.007 | 0.945 | 15.8 | 15.8 | 13.6 | 10.7 | 24.7 | 0.383 | 0.392 | 0.409 | 0.462 |
| 5 | 50 | 0.812 | 0.812 | 0.888 | 0.861 | 19.3 | 19.3 | 16.3 | 11.6 | 40.2 | 0.320 | 0.330 | 0.339 | 0.376 |
| 10 | 2 | 1.044 | 1.044 | 1.125 | 1.008 | 9.0 | 9.1 | 8.2 | 9.5 | 11.9 | 0.809 | 0.812 | 0.819 | 0.830 |
| 10 | 5 | 0.953 | 0.953 | 1.016 | 0.948 | 11.6 | 11.6 | 12.0 | 10.2 | 12.5 | 0.507 | 0.507 | 0.514 | 0.537 |
| 10 | 10 | 1.045 | 1.045 | 1.121 | 1.062 | 11.0 | 10.9 | 11.5 | 9.6 | 18.6 | 0.370 | 0.371 | 0.378 | 0.398 |
| 10 | 15 | 0.935 | 0.935 | 1.008 | 0.975 | 13.1 | 13.0 | 11.4 | 10.5 | 25.8 | 0.318 | 0.318 | 0.327 | 0.344 |
| 10 | 25 | 1.002 | 1.002 | 1.072 | 1.061 | 11.6 | 11.5 | 11.4 | 8.6 | 40.5 | 0.269 | 0.270 | 0.279 | 0.292 |
| 10 | 50 | 0.995 | 0.995 | 1.029 | 1.030 | 14.1 | 13.3 | 12.8 | 10.3 | 67.1 | 0.231 | 0.232 | 0.237 | 0.243 |
| 25 | 2 | 1.018 | 1.018 | 1.066 | 0.997 | 9.6 | 9.7 | 9.9 | 9.7 | 12.7 | 0.489 | 0.489 | 0.490 | 0.491 |
| 25 | 5 | 1.007 | 1.007 | 1.022 | 1.017 | 10.5 | 10.6 | 10.7 | 10.2 | 17.2 | 0.316 | 0.314 | 0.314 | 0.323 |
| 25 | 10 | 0.991 | 0.991 | 1.008 | 1.034 | 11.7 | 11.6 | 12.1 | 10.1 | 29.0 | 0.232 | 0.231 | 0.232 | 0.242 |
| 25 | 15 | 0.990 | 0.990 | 1.009 | 1.038 | 11.3 | 11.3 | 11.0 | 9.6 | 42.3 | 0.199 | 0.197 | 0.200 | 0.206 |
| 25 | 25 | 1.049 | 1.049 | 1.063 | 1.087 | 10.8 | 11.1 | 10.8 | 9.7 | 66.0 | 0.171 | 0.169 | 0.172 | 0.175 |
| 25 | 50 | 0.947 | 0.948 | 0.953 | 0.954 | 11.0 | 10.7 | 10.9 | 10.7 | 92.7 | 0.144 | 0.144 | 0.145 | 0.145 |

CHAPTER 3. ADAPTIVE ESTIMATORS BASED ON TESTING THE VARIANCE COMPONENT IN A MULTILEVEL MODEL
Table 3.4: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT with $\rho=0.1$.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.096 | 1.096 | 1.322 | 1.016 | 9.4 | 9.4 | 13.8 | 11.0 | 10.2 | 5.112 | 3.145 | 5.791 | 5.538 |
| 2 | 5 | 1.102 | 1.102 | 1.335 | 1.103 | 15.7 | 15.3 | 13.8 | 9.4 | 13.4 | 1.607 | 2.238 | 1.775 | 4.127 |
| 2 | 10 | 0.887 | 0.887 | 1.055 | 0.900 | 20.3 | 20.2 | 17.7 | 10.0 | 15.2 | 1.119 | 1.748 | 1.266 | 3.141 |
| 2 | 15 | 0.883 | 0.883 | 1.037 | 0.929 | 25.5 | 25.5 | 19.5 | 9.4 | 18.7 | 1.067 | 1.711 | 1.216 | 2.930 |
| 2 | 25 | 0.949 | 0.949 | 1.058 | 0.996 | 28.7 | 28.6 | 21.9 | 7.1 | 29.1 | 1.130 | 1.920 | 1.249 | 2.812 |
| 2 | 50 | 0.895 | 0.895 | 0.945 | 0.920 | 29.1 | 28.6 | 23.9 | 11.2 | 45.6 | 1.281 | 2.126 | 1.353 | 2.622 |
| 5 | 2 | 1.063 | 1.063 | 1.189 | 1.062 | 11.0 | 10.9 | 10.5 | 9.7 | 16.6 | 1.294 | 1.310 | 1.342 | 1.434 |
| 5 | 5 | 0.929 | 0.929 | 1.042 | 0.962 | 13.4 | 13.1 | 13.2 | 10.6 | 20.5 | 0.837 | 0.851 | 0.882 | 0.984 |
| 5 | 10 | 1.010 | 1.010 | 1.111 | 1.070 | 14.0 | 13.7 | 12.9 | 10.1 | 37.7 | 0.711 | 0.727 | 0.755 | 0.828 |
| 5 | 15 | 1.043 | 1.043 | 1.111 | 1.095 | 15.2 | 15.0 | 11.8 | 9.0 | 53.3 | 0.692 | 0.709 | 0.726 | 0.783 |
| 5 | 25 | 0.966 | 0.966 | 0.999 | 0.993 | 15.4 | 14.9 | 13.5 | 10.4 | 67.1 | 0.643 | 0.652 | 0.662 | 0.694 |
| 5 | 50 | 0.959 | 0.959 | 0.968 | 0.967 | 12.6 | 11.2 | 11.9 | 9.8 | 85.2 | 0.644 | 0.632 | 0.650 | 0.646 |
| 10 | 2 | 0.978 | 0.978 | 1.060 | 0.979 | 9.8 | 9.9 | 9.8 | 9.5 | 16.2 | 0.838 | 0.841 | 0.856 | 0.874 |
| 10 | 5 | 0.983 | 0.983 | 1.051 | 1.043 | 12.3 | 12.1 | 12.4 | 10.0 | 33.6 | 0.584 | 0.586 | 0.601 | 0.634 |
| 10 | 10 | 0.974 | 0.974 | 1.025 | 1.028 | 13.3 | 13.0 | 11.6 | 8.8 | 57.3 | 0.485 | 0.487 | 0.501 | 0.519 |
| 10 | 15 | 0.984 | 0.984 | 1.011 | 1.011 | 12.2 | 11.9 | 11.8 | 10.5 | 73.7 | 0.455 | 0.453 | 0.465 | 0.470 |
| 10 | 25 | 1.009 | 1.009 | 1.017 | 1.018 | 11.3 | 11.1 | 10.5 | 9.8 | 89.4 | 0.436 | 0.434 | 0.439 | 0.440 |
| 10 | 50 | 0.993 | 0.993 | 0.994 | 0.994 | 10.1 | 9.6 | 10.0 | 9.3 | 98.4 | 0.415 | 0.408 | 0.416 | 0.408 |
| 25 | 2 | 0.971 | 0.971 | 1.021 | 0.983 | 10.5 | 10.3 | 10.7 | 10.2 | 21.9 | 0.522 | 0.523 | 0.526 | 0.533 |
| 25 | 5 | 0.985 | 0.985 | 1.001 | 1.027 | 12.1 | 11.9 | 12.3 | 10.1 | 53.5 | 0.369 | 0.366 | 0.371 | 0.380 |
| 25 | 10 | 0.974 | 0.974 | 0.979 | 0.989 | 11.2 | 11.4 | 10.8 | 10.0 | 86.5 | 0.308 | 0.306 | 0.309 | 0.310 |
| 25 | 15 | 0.982 | 0.982 | 0.983 | 0.985 | 9.9 | 10.0 | 9.9 | 9.9 | 96.3 | 0.288 | 0.285 | 0.288 | 0.285 |
| 25 | 25 | 0.974 | 0.974 | 0.974 | 0.974 | 9.8 | 9.4 | 9.8 | 9.4 | 99.9 | 0.264 | 0.263 | 0.264 | 0.263 |
| 25 | 50 | 1.054 | 1.054 | 1.054 | 1.054 | 9.0 | 8.7 | 9.0 | 8.7 | 100.0 | 0.244 | 0.244 | 0.244 | 0.244 |

Figure 3.2: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0$
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Figure 3.3: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$
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Figure 3.4: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.1$
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Figure 3.5: Confidence interval average lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0$
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Figure 3.6: Confidence interval average lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$


|  | ADM |
| :---: | :---: |
| $\square$ | ADH |
| $\square$ | LM |
| $\square$ | LMM |
| $\square$ | Huber |

Figure 3.7: Confidence interval average lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.1$
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For $\rho \neq 0$, Huber non-coverage was close to $10 \%$ in all cases. For $\rho \neq$ 0 , non-coverage rates for confidence intervals for $\beta$ were generally close to the nominal rate of $10 \%$ for all other methods of estimation. There were some exceptions. The first was the non-coverage rates for the LMM, ADM and ADH strategies; they tended to be much higher when there were small number of sample PSUs (10 or less) with 10 or more observations per PSU when $\rho=0.025$, in general. They also tended to be high when $\rho=0.1$, when there were 2 and 5 sample PSUs with approximately 5 or more observations per PSU. The ADM and ADH non-coverage rates tended to be high when there were 10 sample PSUs with 10 or more observations per PSU. This may be because of the difficulty in determining the appropriate degrees of freedom in the LMM case.

For $\rho=0.1$, the LMM non-coverage rates were high when $c$ was small (10 or less) and $m$ was large ( 5 or more), in general.

The ADH average lengths of confidence intervals for $\beta$ were almost always shorter than the Huber average lengths of confidence intervals for $\beta$. When there were 2 sample PSUs it was very clear that ADH average lengths of confidence intervals for $\beta$ were much shorter than Huber average lengths of confidence intervals for $\beta$, with orders $40-60 \%$ when $\rho=0$ and 0.025 , and 30$70 \%$ when $\rho=0.1$. When there were 5 sample PSUs, the average lengths for the ADH were shorter with order of $15-25 \%$ for $\rho=0$ and 0.025 , and $30-70 \%$
when there were 25 or less observations per PSU when $\rho=0.1$. When there were 10 sample PSUs, the ADH average lengths were shorter for $\rho=0.025$ when there were $10-25$ observations per PSU with order of about $15 \%$ and when there were 5 and 10 observations per PSU for $\rho=0.1$ of order $10-15 \%$. There were no clear difference when there were more than 10 observations per PSU.

Figure 3.2 shows that LM non-coverage was close to $10 \%$ when $\rho=0$. It was very high otherwise as shown by Figures 3.3 and 3.4. Hence, the use of LM without at least checking $H_{0}: \sigma_{b}^{2}=0$ is not a viable strategy.

Figures $3.5-3.7$ show the average lengths of confidence intervals for $\beta$ using the LM strategy were the shortest, however this strategy is not viable because of its high non-coverage when $\rho \neq 0$. The Huber based approach gave the widest intervals in general. The ADM average lengths of confidence intervals for $\beta$ were almost always shorter than the LMM average lengths of confidence intervals for $\beta$. When there were 2 sample PSUs it was very clear that ADM average lengths of confidence intervals for $\beta$ were much shorter than LMM average lengths of confidence intervals for $\beta$, with orders $7-15 \%$ when $\rho=0$ and 0.025 , and $10-20 \%$ when $\rho=0.1$. There were no clear difference otherwise. For example:

- in case of $c=2$ and $m=2$ and $\rho=0, \mathrm{ADM}$ and ADH average lengths of
confidence intervals for $\beta$ were 5.676 and 3.059 , respectively, while the average lengths of confidence intervals for $\beta$ of LMM and Huber were 6.330 and 5.429, respectively.
- in case of $c=10$ and $m=5$ and $\rho=0.025, \mathrm{ADM}$ and ADH average lengths of confidence intervals for $\beta$ were 0.507 and 0.507 , respectively, while the average lengths of confidence intervals for $\beta$ of LMM and Huber were 0.514 and 0.537 , respectively.
- in case of $c=25$ and $m=15$ and $\rho=0.1, \mathrm{ADM}$ and ADH average lengths of confidence intervals for $\beta$ were 0.288 and 0.285 , respectively, while the average lengths of confidence intervals for $\beta$ of LMM and Huber were 0.288 and 0.285 , respectively.


### 3.4.4 Simulation Results on Adaptive Confidence Intervals for $\beta$ for Unbalanced Data

A simulation study was conducted to compare the adaptive and non-adaptive methods for estimating $\operatorname{var}(\hat{\beta})$ using PSUs with unequal sample sizes. Data were generated from model (2.3), with different PSU sizes, $m_{i}$. The value of $\rho$ was varied over a range of values of $0,0.025$ and 0.1 . The number of PSUs, $c$, was also varied over a range of values of $2,5,10,25$ and $50 . m_{i}$ generated randomly from uniform distribution. The average number of observations per PSU, $\bar{m}$ was varied to be 3,10 and 25 to be consistent with the balanced
data case. For this purpose three cases were used. In case 1, the number of observations was generated to be an integer between 2 and 4 with average equal to 3 observations per PSU. In case 2, this number varied from 5 to 15 , with average equal to 10 . Finally, in case 3 , the average was 25 , with $m_{i}$ varying between 15 and 35. 1000 samples were generated in each case. The hypothesis $H_{0}: \sigma_{b}^{2}=0$ was tested as described in Subsection 2.3.2 using the restricted likelihood ratio test defined in Equation (2.31).

Tables 3.5-3.7 show the results for the unbalanced data case. They show the ratio of the mean estimated variance of $\hat{\beta}, E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$, using the four strategies of estimation (ADM, ADH, LMM and Huber) with values of $\rho$ of $0,0.025$ and 0.1 . In all tables we used $\beta=0$ and significance level $\alpha=0.1$ for testing $\sigma_{b}^{2}=0$. The tables show the non-coverage rates of $90 \%$ confidence intervals for $\beta$ and the average lengths of these confidence intervals. The proportion of samples where $H_{0}: \sigma_{b}^{2}=0$ was rejected are also shown.

The variance estimators were generally approximately unbiased as most ratios were close to 1 . There were some exceptions. The first was the LMM, ADM and ADH variance estimators, which tended to be biased when there were 2 sample PSUs with all average numbers of observations per PSU and when there 5 sample PSUs with 10 or less average number of observations per PSU for $\rho=0$. For $\rho=0.025$, it tended to be biased when $c$ was 2 with $\bar{m}$ was (10 or less) and when there were 5 sample PSU with $\bar{m}$ was 3 . For
$\rho=0.1$, it tended to be biased when $c$ was 2 with $\bar{m}$ was 3 only.
Non-coverage rates for $\beta$ were close to the nominal rate of $10 \%$ when $\rho=0$ for all methods except for the LMM method. The LMM non-coverage rates were a bit smaller than the nominal rate when $c=2$ with all average numbers of observations per PSU. The LMM non-coverage was good when there were 5 or more PSUs.

For $\rho \neq 0$, Huber non-coverage rate was close to $10 \%$ in all cases.
For $\rho=0.025$, the LMM and ADM non-coverage rates were much higher than the nominal rate when there were ( 25 or less) sample PSUs with average number of observations per PSU was large 25. The ADH non-coverage rate was higher than the nominal rate when there were 2 sample PSUs with $\bar{m}=25$. In case of $\rho=0.1$, the LMM and ADM non-coverage rates were much higher than the nominal rate when $c \leq 10$ and $\bar{m}=10$ or 25 , and when $c=50$ with $\bar{m}=3$. The ADH non-coverage rate was about the same as the nominal rate in most cases except when $c=5$ with all values of $\bar{m}$ for $\rho=0$, when $c=2$ and 5 with $\bar{m}=25$ and 3 , respectively when $\rho=0.025$ and when $c=2$ with $\bar{m}=10$ and $25, c=5$ with $\bar{m}=25$ and when $c=50$ with $\bar{m}=3$ in case of $\rho=0.1$.

The ADM average lengths of confidence intervals for $\beta$ were similar to the LMM average lengths of confidence intervals for $\beta$ for $c \geq 5$ with all average numbers of observations per PSU for all values of $\rho$. When $c=2$, the ADM average lengths were about $6-12 \%$ shorter. The ADH average lengths of
Table 3.5: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced data case with $\rho=0$.

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / v a r(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta(\%)$ |  |  | $\operatorname{Pr}\left(\right.$ Rej $\left.H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | Lrt | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.380 | 1.380 | 1.493 | 1.099 | 8.3 | 8.2 | 7.6 | 10.8 | 19.1 | 2.254 | 2.916 | 2.402 | 4.385 |
| 2 | 10 | 1.391 | 1.391 | 1.460 | 1.018 | 8.9 | 8.9 | 8.1 | 10.2 | 15.9 | 0.938 | 1.512 | 0.966 | 2.332 |
| 2 | 25 | 1.310 | 1.310 | 1.401 | 0.953 | 8.2 | 8.1 | 6.9 | 9.9 | 13.5 | 0.542 | 0.873 | 0.562 | 1.433 |
| 5 | 3 | 1.240 | 1.240 | 1.253 | 1.037 | 8.2 | 7.7 | 7.9 | 10.9 | 27.1 | 1.021 | 1.069 | 1.027 | 1.066 |
| 5 | 10 | 1.213 | 1.213 | 1.217 | 0.972 | 8.2 | 7.7 | 8.2 | 8.9 | 24.8 | 0.526 | 0.567 | 0.527 | 0.568 |
| 5 | 25 | 1.184 | 1.184 | 1.189 | 0.973 | 8.1 | 7.6 | 8.1 | 9.3 | 23.0 | 0.326 | 0.353 | 0.327 | 0.365 |
| 10 | 3 | 1.164 | 1.164 | 1.165 | 1.038 | 8.7 | 8.4 | 8.7 | 10.2 | 25.5 | 0.648 | 0.660 | 0.649 | 0.648 |
| 10 | 10 | 1.129 | 1.129 | 1.129 | 0.973 | 8.4 | 8.0 | 8.4 | 10.1 | 21.3 | 0.354 | 0.363 | 0.354 | 0.354 |
| 10 | 25 | 1.206 | 1.206 | 1.206 | 1.053 | 8.1 | 8.1 | 8.1 | 10.1 | 23.2 | 0.223 | 0.230 | 0.223 | 0.226 |
| 25 | 3 | 1.050 | 1.050 | 1.050 | 1.001 | 10.5 | 10.4 | 10.5 | 10.0 | 15.4 | 0.395 | 0.397 | 0.395 | 0.394 |
| 25 | 10 | 1.126 | 1.126 | 1.126 | 1.058 | 8.6 | 8.5 | 8.6 | 8.5 | 13.0 | 0.215 | 0.216 | 0.215 | 0.215 |
| 25 | 25 | 1.125 | 1.125 | 1.125 | 1.050 | 8.5 | 8.5 | 8.5 | 10.3 | 11.6 | 0.136 | 0.136 | 0.136 | 0.135 |
| 50 | 3 | 0.992 | 0.992 | 0.992 | 0.970 | 10.2 | 10.2 | 10.2 | 10.3 | 6.8 | 0.273 | 0.273 | 0.273 | 0.273 |
| 50 | 10 | 1.042 | 1.042 | 1.042 | 1.015 | 9.1 | 9.0 | 9.1 | 9.9 | 6.6 | 0.149 | 0.150 | 0.149 | 0.150 |
| 50 | 25 | 1.027 | 1.027 | 1.027 | 0.990 | 9.5 | 9.5 | 9.5 | 9.7 | 10.9 | 0.095 | 0.095 | 0.095 | 0.094 |

Table 3.6: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced data case with $\rho=0.025$.

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / v a r(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta(\%)$ |  |  |  | $\operatorname{Pr}\left(\right.$ Rej $\left.H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | Lrt | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.343 | 1.343 | 1.454 | 1.109 | 9.3 | 9.2 | 8.2 | 10.1 | 19.7 | 2.339 | 3.044 | 2.502 | 4.625 |
| 2 | 10 | 1.291 | 1.291 | 1.365 | 1.031 | 11.0 | 10.8 | 9.6 | 9.8 | 19.8 | 1.017 | 1.761 | 1.054 | 2.602 |
| 2 | 25 | 1.141 | 1.141 | 1.195 | 0.982 | 15.1 | 14.9 | 13.9 | 8.9 | 27.0 | 0.637 | 1.347 | 0.657 | 1.890 |
| 5 | 3 | 1.220 | 1.220 | 1.233 | 1.046 | 7.8 | 7.4 | 7.7 | 9.1 | 30.9 | 1.048 | 1.103 | 1.055 | 1.109 |
| 5 | 10 | 1.096 | 1.097 | 1.102 | 0.950 | 10.3 | 8.8 | 10.1 | 9.2 | 34.8 | 0.560 | 0.619 | 0.561 | 0.631 |
| 5 | 25 | 1.008 | 1.009 | 1.011 | 0.939 | 13.7 | 11.6 | 13.6 | 10.7 | 49.1 | 0.383 | 0.446 | 0.384 | 0.460 |
| 10 | 3 | 1.137 | 1.137 | 1.138 | 1.037 | 10.1 | 9.8 | 10.1 | 11.5 | 30.1 | 0.665 | 0.678 | 0.665 | 0.671 |
| 10 | 10 | 1.069 | 1.070 | 1.069 | 1.007 | 10.1 | 9.5 | 10.1 | 10.0 | 38.4 | 0.381 | 0.397 | 0.381 | 0.401 |
| 10 | 25 | 1.028 | 1.028 | 1.028 | 1.007 | 12.0 | 10.0 | 12.0 | 10.6 | 61.0 | 0.268 | 0.287 | 0.268 | 0.291 |
| 25 | 3 | 1.011 | 1.011 | 1.011 | 0.991 | 10.2 | 10.2 | 10.2 | 10.3 | 20.4 | 0.404 | 0.406 | 0.404 | 0.409 |
| 25 | 10 | 1.057 | 1.057 | 1.057 | 1.075 | 10.1 | 9.8 | 10.1 | 9.4 | 38.9 | 0.233 | 0.237 | 0.233 | 0.243 |
| 25 | 25 | 0.973 | 0.973 | 0.973 | 0.992 | 12.1 | 11.6 | 12.1 | 10.5 | 71.9 | 0.166 | 0.171 | 0.166 | 0.174 |
| 50 | 3 | 0.952 | 0.952 | 0.952 | 0.964 | 11.3 | 11.3 | 11.3 | 10.6 | 11.9 | 0.279 | 0.279 | 0.279 | 0.283 |
| 50 | 10 | 0.936 | 0.936 | 0.936 | 0.991 | 11.4 | 11.3 | 11.4 | 9.8 | 35.8 | 0.162 | 0.163 | 0.162 | 0.169 |
| 50 | 25 | 1.008 | 1.008 | 1.008 | 1.018 | 10.2 | 9.8 | 10.2 | 9.5 | 88.6 | 0.119 | 0.121 | 0.119 | 0.122 |

Table 3.7: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced data case with $\rho=0.1$.

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / v a r(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta(\%)$ |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | Lrt | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.258 | 1.258 | 1.356 | 1.100 | 10.3 | 10.2 | 8.6 | 10.5 | 24.2 | 2.648 | 3.570 | 2.817 | 5.150 |
| 2 | 10 | 1.145 | 1.145 | 1.188 | 1.025 | 16.3 | 15.5 | 15.3 | 9.6 | 32.7 | 1.285 | 2.609 | 1.321 | 3.375 |
| 2 | 25 | 1.028 | 1.028 | 1.050 | 0.987 | 22.3 | 20.3 | 21.2 | 9.1 | 45.8 | 0.917 | 2.386 | 0.935 | 2.845 |
| 5 | 3 | 1.149 | 1.149 | 1.165 | 1.047 | 10.7 | 10.3 | 10.4 | 9.8 | 39.5 | 1.132 | 1.205 | 1.142 | 1.232 |
| 5 | 10 | 0.986 | 0.986 | 0.989 | 0.943 | 13.9 | 11.0 | 13.9 | 10.3 | 59.4 | 0.685 | 0.796 | 0.687 | 0.813 |
| 5 | 25 | 0.934 | 0.934 | 0.934 | 0.926 | 18.7 | 12.1 | 18.7 | 11.4 | 81.3 | 0.557 | 0.684 | 0.557 | 0.692 |
| 10 | 3 | 1.073 | 1.073 | 1.074 | 1.029 | 10.9 | 10.4 | 10.9 | 9.8 | 44.3 | 0.723 | 0.744 | 0.724 | 0.749 |
| 10 | 10 | 1.055 | 1.055 | 1.055 | 1.052 | 12.4 | 10.6 | 12.4 | 10.2 | 76.7 | 0.483 | 0.519 | 0.483 | 0.525 |
| 10 | 25 | 0.972 | 0.973 | 0.972 | 0.973 | 14.8 | 11.0 | 14.8 | 10.9 | 94.6 | 0.400 | 0.438 | 0.400 | 0.439 |
| 25 | 3 | 0.963 | 0.963 | 0.963 | 0.980 | 10.4 | 10.2 | 10.3 | 9.5 | 43.1 | 0.441 | 0.445 | 0.441 | 0.455 |
| 25 | 10 | 1.087 | 1.087 | 1.087 | 1.093 | 10.3 | 9.0 | 10.3 | 8.5 | 91.3 | 0.306 | 0.315 | 0.306 | 0.317 |
| 25 | 25 | 0.998 | 0.998 | 0.998 | 0.998 | 10.7 | 10.0 | 10.7 | 10.0 | 99.8 | 0.256 | 0.264 | 0.256 | 0.264 |
| 50 | 3 | 0.916 | 0.916 | 0.916 | 0.962 | 12.5 | 12.5 | 12.5 | 10.9 | 38.3 | 0.305 | 0.306 | 0.305 | 0.316 |
| 50 | 10 | 0.988 | 0.988 | 0.988 | 0.990 | 11.0 | 10.5 | 11.0 | 10.3 | 98.1 | 0.217 | 0.221 | 0.217 | 0.221 |
| 50 | 25 | 1.008 | 1.008 | 1.008 | 1.008 | 9.8 | 9.4 | 9.8 | 9.4 | 100.0 | 0.182 | 0.185 | 0.182 | 0.185 |

confidence intervals for $\beta$ were similar to the Huber average lengths of confidence intervals for $\beta$ for all sample PSUs with all values of $m$ and $\rho$ except when $c=2$, as the ADH average lengths were shorter than the Huber average lengths of order about 30-65\%.

The proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ is rejected were generally much higher than $10 \%$ when $\rho=0$, and was a very high $27 \%$ when $c=5$ and $\bar{m}=3$. They were much higher than for the balanced data case. This might be because the PSU sizes in the unbalanced design case have a wide range, for example; in case of $\bar{m}=25$, the PSU sizes vary between 15 and 35 . Or this might be because of the distribution of the RLRT. It was assumed that the distribution is a $50: 50$ mixture of $\chi_{0}^{2}$ and $\chi_{1}^{2}$ following Chernoff (1954) in the balanced and unbalanced designs. The 50:50 mixture of $\chi^{2}$ distribution of the likelihood ratio test might not perform well in the unbalanced designs because the response can not be divided into identically distributed sub-vectors as in Stram and Lee (1994). This approximation may not be a very good approximation in the unbalanced designs if the response is divided into small or moderate number of sub-vectors, even if the responses are independent (Scheipl et al., 2007).

### 3.5 Conclusions

i. Adaptive confidence intervals can perform poorly in designs with few sample PSUs and large sample sizes in each PSU. In these designs, even a small intraclass correlation will substantially inflate the variance of the mean, however the PSU-level variance component is unlikely to be statistically significant even if the intraclass correlation is as high as 0.1. As a result, when the number of $\operatorname{PSUs}(c)$ is 2 or 5 , and the number of observations per PSU ( $m$ or $\bar{m}$ ) is 25 or more both of the adaptive estimators have higher than desirable non-coverage when the intraclass correlation is non-zero, of the order of $15-20 \%$. It appears that for these extreme designs, clustering must be allowed for in variance estimates, even if it is not statistically significant.
ii. In comparing the Linear Mixed Model (LMM) with the adaptive version (ADM), we find that:

- Both the LMM and ADM approaches have close to nominal noncoverage, except for extreme designs of the kind discussed in i. For these designs, the adaptive and non-adaptive LMM methods both have high non-coverage. In the case of the adaptive method, this is presumably because there is not much power to detect the PSU-level variance component, even when it is substantial. For
the non-adaptive LMM, the problem seems to be that the LMM confidence intervals are not exact and do not do well for small sample sizes.
- The ADM confidence intervals are noticeably narrower (10-20\%) than the LMM for $c$ equal to 2 and 5 , but there is not much to choose between ADM and LMM for $c=10$ or more.
iii. In comparing the robust Huber-White approach with the adaptive version $(\mathrm{ADH})$, we find that:
- The Huber approach has close to nominal non-coverage in all cases. So does the ADH approach, except for the extreme designs mentioned in i.
- The Huber method gives wide confidence intervals when $c$ is small (2 or 5 ) with order of $10-80 \%$ eventhough the non-coverage is close to the nominal $10 \%$. This is because the degrees of freedom for this method is equal to ( $c-1$ ). ADH has much narrower confidence intervals (10-80\%) , because its degrees of freedom are equal to ( $n-1$ ) rather than $(c-1)$ if the PSU-level variance component is not significant.
iv. This leads to the following recommendations:
- Designs with fewer than 10 PSUs, and a large sample size in each PSU should be avoided, even if the intraclass correlation is believed to be low. Hence, we recommend ignoring clustering if the PSU-level variance effect is insignificant.
3.5. CONCLUSIONS


## Chapter 4

## Robustness of Adaptive Estimators based on Linear Mixed Models to Non-Normality

### 4.1 Introduction

In Chapter 3, the methods were based on fitting a linear mixed model. Data were assumed to be normally distributed. In this chapter, the purpose is to see if these methods still work well if the assumption of normality is not justified. For this purpose, the same methods applied in Chapter 3 will be applied to data that are log-normal rather than normal.

Log-normal distributions play a very important role in many sciences including ecology and biology (Ott, 1995). A random variable $Y$ is said to have a log-normal distribution with parameters $\mu \in \mathbb{R}$ and $\sigma>0$ if the natural logarithm of $Y, X=\ln (Y)$, follows a normal distribution with mean $\mu$ and
standard deviation $\sigma$ (i.e. $X \sim N\left(\mu, \sigma^{2}\right)$ ) (Kapadia et al., 2005). Therefore, it is equivalent to $Y=e^{X}$ where $X$ is normally distributed with mean $\mu$ and standard deviation $\sigma$. The log-normal distribution is a continuous distribution which is typically used to model right-skewed variables. The log-normal distribution is useful for many intrinsically positive variables, for example residential property prices (Zabel, 1999) and household income (Longford and Pittau, 2006), and organisms size and number of species in biology (Krishnamoorthy and Mathew, 2003).

The log-normal distribution will be denoted in this thesis by $L N\left(\mu, \sigma^{2}\right)$. Crow and Shimizo (1988) defined the probability density function ( $p d f$ ) of $Y \sim L N\left(\mu, \sigma^{2}\right)$ by

$$
f(y)= \begin{cases}\frac{1}{\sqrt{2 \pi} \sigma y} \exp \left[-\frac{(\ln (y)-\mu)^{2}}{2 \sigma^{2}}\right] & y>0  \tag{4.1}\\ 0 & y \leq 0\end{cases}
$$

Figure 4.1 shows the log-normal probability density function with different values of $\sigma$ - this parameter controls the skewness of $Y$.

Crow and Shimizo (1988) noted that the mean $(E(Y))$ and the variance $(\operatorname{Var}(Y))$ of the log-normal random variable $Y$ as

$$
\begin{align*}
E(Y) & =\exp \left(\mu+\frac{1}{2} \sigma^{2}\right) \\
\operatorname{Var}(Y) & =\exp \left(2 \mu+\sigma^{2}\right)\left\{\exp \left(\sigma^{2}\right)-1 .\right\} \tag{4.2}
\end{align*}
$$

This chapter is divided into four sections. Sections 4.2 and 4.3 describe the simulation studies conducted to evaluate the adaptive methods described

Figure 4.1: Probability density function of the Log-normal distribution plotted for a sample of size 10,000

in Chapter 3 when data are log-normal rather than normal. Section 4.2 describes simulation of a balanced design and Section 4.3 covers unbalanced designs. In Section 4.4, we will state the conclusions of this chapter.

### 4.2 Simulation Study of Log-Normal Data in a Balanced Two-Stage Design

A simulation study was performed to compare the adaptive and non-adaptive methods utilized in Chapter 3 for estimating $\operatorname{var}(\hat{\beta})$ and associated confi-
dence intervals where data are log-normal rather than normal. This study was based on equal sample sizes within PSUs. Data were generated from the intercept only model (2.3) assuming that $b_{i}$ and $e_{i j}$ are normally distributed with zero mean and variances equal to $\sigma_{b}^{2}=\frac{\rho}{1-\rho} \sigma^{2}$ and $\sigma_{e}^{2}=\sigma^{2}$, respectively, where $\sigma$ was $\frac{1}{3}, \frac{1}{2}$ or $\frac{2}{3}$. Then the Equation $Y=e^{X}$ was applied to generate log-normally distributed values.

The five procedures for estimating the variance of $\hat{\beta}$ used in Chapter 3 were used in this simulation as well. These strategies are the linear model strategy (LM), the linear mixed model strategy (LMM), the robust HuberWhite variance estimator strategy (Hub) and the two adaptive strategies, the LMM based and the Huber based adaptive strategies. 1000 samples were generated in each case. All methods used in this chapter were identical to those used in Chapter 3. The values of $\rho, c, m$ and $\sigma$ were varied. The parameter $\rho$ was varied over a range of values of 0 and 0.025 . The number of PSUs, $c$, was varied over a range of values of $2,5,10$ and 25 and the PSU sample size was varied over a range of values of $2,5,10,15,25$ and 50 .

For each sample, the estimated regression coefficients $\hat{\beta}$ and the estimators of $\operatorname{var}(\hat{\beta})$ were calculated for the LMM and LM models using the lme 4 and lm packages (Pinheiro and Bates, 2000) in the R statistical environment ( R Development Core Team, 2007). The true variance of $\hat{\beta}$ was determined by calculating the variance over all 1000 simulations.

The hypothesis $H_{0}: \sigma_{b}^{2}=0$ was tested as described in Section 2.3.2 using the restricted likelihood ratio test defined in equations (2.30) and (2.31). The two adaptive strategies ADM and ADH were as defined in Section 3.2. 90\% confidence intervals for $\beta$ were calculated for the LMM method using the method of Faes et al. (2009) as described in Subsection 2.2.3. Huber-White confidence intervals for $\beta$ were calculated as discussed in Subsection 2.2.5, and the adaptive confidence intervals for $\beta$ were calculated as discussed in Section 3.2. The approaches are applied to $Y$ but the intraclass correlation, $\rho$, applies to $X$.

The results for the simulation study using several log-normal distributions with two values of $\sigma\left(\frac{1}{3}\right.$ and $\left.\frac{2}{3}\right)$, and two values of $\rho(0$ and 0.025$)$ are shown in Tables 4.1-4.4. At this section we assumed that the PSUs have the same number of observations, that is $m_{i}=m$, for all $i=1,2, \ldots$, c. Results for other values of $\rho$ and $\sigma$ are shown in Appendix C.

As in Chapter 3, the ratio of the estimated variance to the true variance of $\hat{\beta}, E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$, was calculated. The tables also include the noncoverage rates for $\beta$ as well as the average lengths of the $90 \%$ confidence intervals for $\beta$. The restricted likelihood ratio test probabilities of rejecting $H_{0}: \sigma_{b}^{2}=0$ are included in these tables as well. Four strategies of estimation are included in the tables, ADM, ADH, LMM and Hub. The LM strategy of estimation is not shown, because Chapter 3 showed that this method was
Table 4.1: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.138 | 1.138 | 1.319 | 0.953 | 9.5 | 9.5 | 12.9 | 10.9 | 10.7 | 1.599 | 1.016 | 1.813 | 1.768 |
| 2 | 5 | 1.265 | 1.265 | 1.545 | 1.092 | 10.0 | 9.8 | 10.1 | 10.6 | 6.2 | 0.456 | 0.555 | 0.495 | 1.170 |
| 2 | 10 | 1.266 | 1.266 | 1.540 | 1.079 | 11.0 | 11.0 | 11.0 | 9.0 | 5.5 | 0.315 | 0.383 | 0.349 | 0.831 |
| 2 | 15 | 1.089 | 1.089 | 1.340 | 0.900 | 11.1 | 11.1 | 11.1 | 9.3 | 3.4 | 0.240 | 0.276 | 0.268 | 0.653 |
| 2 | 25 | 1.224 | 1.224 | 1.491 | 1.008 | 9.7 | 9.7 | 10.4 | 8.2 | 4.2 | 0.191 | 0.227 | 0.211 | 0.514 |
| 2 | 50 | 1.280 | 1.281 | 1.572 | 1.114 | 8.7 | 8.7 | 9.5 | 10.2 | 5.1 | 0.139 | 0.169 | 0.156 | 0.380 |
| 5 | 2 | 1.211 | 1.211 | 1.333 | 1.129 | 9.9 | 9.9 | 10.2 | 12.1 | 11.2 | 0.432 | 0.436 | 0.440 | 0.464 |
| 5 | 5 | 1.087 | 1.087 | 1.192 | 0.964 | 8.9 | 8.9 | 10.1 | 9.7 | 5.9 | 0.253 | 0.254 | 0.257 | 0.281 |
| 5 | 10 | 1.045 | 1.045 | 1.164 | 0.940 | 10.6 | 10.5 | 10.7 | 10.1 | 6.6 | 0.180 | 0.182 | 0.185 | 0.204 |
| 5 | 15 | 1.114 | 1.114 | 1.242 | 0.983 | 9.5 | 9.5 | 10.2 | 9.8 | 5.2 | 0.145 | 0.146 | 0.149 | 0.164 |
| 5 | 25 | 1.013 | 1.013 | 1.119 | 0.909 | 10.5 | 10.5 | 12.0 | 11.1 | 8.4 | 0.115 | 0.117 | 0.118 | 0.131 |
| 5 | 50 | 1.152 | 1.152 | 1.284 | 1.026 | 8.8 | 8.8 | 8.4 | 10.0 | 6.7 | 0.081 | 0.082 | 0.084 | 0.092 |
| 10 | 2 | 1.059 | 1.059 | 1.126 | 0.984 | 10.2 | 10.1 | 10.7 | 11.3 | 9.6 | 0.283 | 0.285 | 0.283 | 0.285 |
| 10 | 5 | 1.009 | 1.009 | 1.061 | 0.938 | 10.9 | 10.9 | 12.8 | 11.5 | 8.8 | 0.178 | 0.178 | 0.177 | 0.182 |
| 10 | 10 | 1.043 | 1.043 | 1.101 | 0.975 | 9.4 | 9.3 | 10.2 | 10.6 | 8.6 | 0.125 | 0.125 | 0.125 | 0.129 |
| 10 | 15 | 1.059 | 1.059 | 1.112 | 0.972 | 9.6 | 9.6 | 10.3 | 10.1 | 8.7 | 0.102 | 0.102 | 0.102 | 0.105 |
| 10 | 25 | 1.127 | 1.127 | 1.192 | 1.030 | 9.0 | 9.0 | 9.8 | 9.6 | 9.5 | 0.079 | 0.079 | 0.079 | 0.081 |
| 10 | 50 | 1.015 | 1.015 | 1.077 | 0.944 | 12.2 | 12.2 | 12.5 | 12.2 | 8.4 | 0.056 | 0.056 | 0.056 | 0.058 |
| 25 | 2 | 0.988 | 0.988 | 1.030 | 0.952 | 11.9 | 12.0 | 12.3 | 11.9 | 9.4 | 0.174 | 0.174 | 0.173 | 0.173 |
| 25 | 5 | 1.126 | 1.127 | 1.135 | 1.074 | 8.1 | 8.1 | 8.1 | 8.6 | 10.1 | 0.110 | 0.110 | 0.109 | 0.110 |
| 25 | 10 | 1.004 | 1.004 | 1.017 | 0.955 | 10.2 | 10.2 | 11.5 | 10.8 | 7.5 | 0.077 | 0.077 | 0.077 | 0.077 |
| 25 | 15 | 1.152 | 1.152 | 1.164 | 1.087 | 8.5 | 8.8 | 9.3 | 9.3 | 10.4 | 0.064 | 0.064 | 0.063 | 0.063 |
| 25 | 25 | 1.030 | 1.030 | 1.043 | 0.987 | 9.7 | 9.7 | 10.0 | 10.0 | 9.3 | 0.049 | 0.049 | 0.049 | 0.049 |
| 25 | 50 | 1.047 | 1.047 | 1.079 | 1.006 | 10.2 | 10.3 | 10.1 | 9.9 | 9.0 | 0.035 | 0.035 | 0.035 | 0.035 |

CHAPTER 4. ROBUSTNESS OF ADAPTIVE ESTIMATORS BASED ON LINEAR MIXED MODELS TO NON-NORMALITY
Table 4.2: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.147 | 1.147 | 1.349 | 1.002 | 11.9 | 12.0 | 14.0 | 10.4 | 10.7 | 1.846 | 1.009 | 2.027 | 1.795 |
| 2 | 5 | 1.204 | 1.204 | 1.489 | 1.133 | 11.4 | 10.8 | 11.1 | 8.8 | 7.7 | 0.466 | 0.594 | 0.516 | 1.266 |
| 2 | 10 | 1.019 | 1.019 | 1.277 | 0.929 | 13.0 | 13.0 | 13.3 | 9.9 | 6.2 | 0.315 | 0.394 | 0.358 | 0.872 |
| 2 | 15 | 1.056 | 1.056 | 1.294 | 1.001 | 15.1 | 15.1 | 14.1 | 8.1 | 9.0 | 0.277 | 0.374 | 0.314 | 0.770 |
| 2 | 25 | 1.070 | 1.070 | 1.309 | 1.065 | 18.2 | 18.2 | 14.3 | 9.3 | 11.7 | 0.237 | 0.339 | 0.272 | 0.657 |
| 2 | 50 | 1.033 | 1.033 | 1.208 | 1.062 | 22.9 | 22.9 | 19.4 | 9.1 | 18.2 | 0.205 | 0.317 | 0.230 | 0.544 |
| 5 | 2 | 1.101 | 1.101 | 1.199 | 1.013 | 11.1 | 11.1 | 11.4 | 11.3 | 11.0 | 0.431 | 0.434 | 0.436 | 0.463 |
| 5 | 5 | 1.122 | 1.122 | 1.254 | 1.075 | 10.1 | 10.0 | 10.3 | 10.4 | 10.3 | 0.265 | 0.267 | 0.273 | 0.302 |
| 5 | 10 | 1.057 | 1.057 | 1.191 | 1.054 | 12.8 | 12.7 | 11.1 | 8.4 | 14.3 | 0.192 | 0.194 | 0.201 | 0.226 |
| 5 | 15 | 0.953 | 0.953 | 1.086 | 0.972 | 14.3 | 14.1 | 13.7 | 10.6 | 15.4 | 0.160 | 0.163 | 0.169 | 0.192 |
| 5 | 25 | 1.002 | 1.002 | 1.135 | 1.058 | 12.3 | 12.1 | 12.0 | 9.0 | 23.3 | 0.135 | 0.138 | 0.145 | 0.163 |
| 5 | 50 | 0.931 | 0.932 | 1.018 | 0.987 | 17.8 | 17.3 | 14.3 | 10.0 | 38.9 | 0.114 | 0.117 | 0.121 | 0.133 |
| 10 | 2 | 1.074 | 1.074 | 1.145 | 1.021 | 10.3 | 10.1 | 10.7 | 9.8 | 12.5 | 0.281 | 0.281 | 0.281 | 0.285 |
| 10 | 5 | 1.002 | 1.002 | 1.076 | 0.992 | 11.7 | 11.7 | 12.2 | 11.3 | 12.3 | 0.180 | 0.180 | 0.183 | 0.190 |
| 10 | 10 | 0.982 | 0.982 | 1.059 | 1.011 | 12.3 | 12.0 | 12.1 | 10.3 | 19.2 | 0.133 | 0.133 | 0.136 | 0.144 |
| 10 | 15 | 0.963 | 0.963 | 1.046 | 1.014 | 12.2 | 12.2 | 12.6 | 9.9 | 25.5 | 0.113 | 0.114 | 0.117 | 0.124 |
| 10 | 25 | 0.990 | 0.990 | 1.057 | 1.044 | 12.8 | 12.8 | 11.8 | 9.7 | 39.3 | 0.096 | 0.096 | 0.099 | 0.104 |
| 10 | 50 | 0.963 | 0.963 | 1.002 | 1.003 | 12.9 | 12.7 | 11.0 | 9.1 | 61.6 | 0.080 | 0.080 | 0.082 | 0.084 |
| 25 | 2 | 1.016 | 1.016 | 1.063 | 0.997 | 11.9 | 12.0 | 12.7 | 12.6 | 12.6 | 0.172 | 0.173 | 0.172 | 0.173 |
| 25 | 5 | 0.982 | 0.982 | 0.996 | 0.987 | 10.7 | 10.6 | 11.9 | 9.7 | 16.4 | 0.112 | 0.112 | 0.111 | 0.115 |
| 25 | 10 | 0.964 | 0.964 | 0.975 | 0.991 | 10.9 | 11.0 | 11.5 | 10.1 | 29.8 | 0.083 | 0.083 | 0.083 | 0.086 |
| 25 | 15 | 0.876 | 0.876 | 0.892 | 0.916 | 12.0 | 12.2 | 11.9 | 10.7 | 40.4 | 0.071 | 0.070 | 0.071 | 0.073 |
| 25 | 25 | 0.991 | 0.991 | 1.005 | 1.024 | 11.2 | 11.7 | 11.3 | 10.3 | 63.5 | 0.060 | 0.060 | 0.061 | 0.062 |
| 25 | 50 | 1.079 | 1.079 | 1.084 | 1.087 | 9.0 | 8.6 | 8.7 | 8.1 | 91.9 | 0.051 | 0.051 | 0.051 | 0.051 |

Table 4.3: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\begin{array}{r} \hline \operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%) \\ \text { RLRT } \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.136 | 1.136 | 1.273 | 0.976 | 13.3 | 13.3 | 16.0 | 11.6 | 10.2 | 3.469 | 2.295 | 3.745 | 4.171 |
| 2 | 5 | 1.120 | 1.120 | 1.360 | 0.989 | 15.3 | 15.2 | 14.8 | 10.7 | 4.7 | 1.067 | 1.267 | 1.161 | 2.878 |
| 2 | 10 | 1.136 | 1.136 | 1.425 | 0.995 | 12.8 | 12.8 | 13.2 | 11.2 | 3.6 | 0.751 | 0.857 | 0.841 | 2.060 |
| 2 | 15 | 1.171 | 1.171 | 1.448 | 1.007 | 12.3 | 12.3 | 13.7 | 10.3 | 4.9 | 0.617 | 0.732 | 0.691 | 1.674 |
| 2 | 25 | 1.201 | 1.201 | 1.492 | 1.049 | 10.9 | 10.9 | 10.6 | 9.9 | 4.0 | 0.471 | 0.553 | 0.527 | 1.328 |
| 2 | 50 | 1.246 | 1.246 | 1.530 | 1.080 | 9.3 | 9.3 | 9.9 | 9.1 | 5.8 | 0.352 | 0.433 | 0.393 | 0.967 |
| 5 | 2 | 1.107 | 1.107 | 1.190 | 1.036 | 16.0 | 15.5 | 15.6 | 13.5 | 11.8 | 1.025 | 1.032 | 1.026 | 1.113 |
| 5 | 5 | 1.122 | 1.122 | 1.214 | 1.016 | 11.7 | 11.6 | 12.2 | 10.8 | 6.8 | 0.635 | 0.639 | 0.638 | 0.713 |
| 5 | 10 | 1.011 | 1.011 | 1.105 | 0.903 | 12.8 | 12.8 | 13.6 | 12.2 | 6.1 | 0.450 | 0.452 | 0.454 | 0.509 |
| 5 | 15 | 1.061 | 1.061 | 1.179 | 0.985 | 11.7 | 11.6 | 12.1 | 11.1 | 5.4 | 0.371 | 0.373 | 0.380 | 0.432 |
| 5 | 25 | 1.081 | 1.081 | 1.205 | 0.994 | 11.0 | 11.0 | 11.4 | 12.6 | 7.4 | 0.294 | 0.297 | 0.303 | 0.339 |
| 5 | 50 | 1.102 | 1.102 | 1.226 | 0.987 | 9.6 | 9.6 | 9.8 | 9.9 | 5.5 | 0.204 | 0.206 | 0.210 | 0.234 |
| 10 | 2 | 1.033 | 1.033 | 1.092 | 0.980 | 12.2 | 12.2 | 12.5 | 12.5 | 10.0 | 0.691 | 0.694 | 0.691 | 0.706 |
| 10 | 5 | 1.050 | 1.050 | 1.104 | 0.992 | 11.0 | 11.0 | 12.1 | 11.2 | 5.6 | 0.445 | 0.445 | 0.443 | 0.463 |
| 10 | 10 | 1.067 | 1.067 | 1.123 | 0.990 | 10.9 | 10.7 | 12.1 | 10.8 | 5.7 | 0.316 | 0.316 | 0.314 | 0.327 |
| 10 | 15 | 1.065 | 1.065 | 1.127 | 0.993 | 10.2 | 10.2 | 10.0 | 10.4 | 8.5 | 0.259 | 0.260 | 0.261 | 0.269 |
| 10 | 25 | 1.110 | 1.110 | 1.176 | 1.027 | 8.4 | 8.4 | 9.6 | 9.6 | 7.9 | 0.202 | 0.202 | 0.202 | 0.209 |
| 10 | 50 | 1.097 | 1.097 | 1.158 | 0.991 | 9.9 | 9.9 | 9.8 | 10.6 | 5.7 | 0.142 | 0.142 | 0.142 | 0.146 |
| 25 | 2 | 1.079 | 1.079 | 1.116 | 1.040 | 11.2 | 11.3 | 11.9 | 11.8 | 10.7 | 0.437 | 0.437 | 0.433 | 0.436 |
| 25 | 5 | 0.990 | 0.990 | 1.001 | 0.949 | 11.1 | 11.3 | 11.8 | 11.6 | 9.3 | 0.283 | 0.282 | 0.279 | 0.282 |
| 25 | 10 | 1.070 | 1.070 | 1.080 | 1.013 | 9.8 | 9.7 | 10.5 | 10.0 | 8.3 | 0.199 | 0.199 | 0.196 | 0.199 |
| 25 | 15 | 1.026 | 1.026 | 1.038 | 0.980 | 10.6 | 10.7 | 11.9 | 10.8 | 9.8 | 0.164 | 0.164 | 0.162 | 0.164 |
| 25 | 25 | 1.057 | 1.057 | 1.069 | 1.009 | 8.9 | 9.0 | 9.0 | 10.0 | 8.5 | 0.126 | 0.126 | 0.124 | 0.126 |
| 25 | 50 | 1.012 | 1.012 | 1.044 | 0.969 | 11.0 | 10.8 | 11.8 | 12.0 | 8.6 | 0.089 | 0.089 | 0.089 | 0.090 |

CHAPTER 4. ROBUSTNESS OF ADAPTIVE ESTIMATORS BASED ON LINEAR MIXED MODELS TO NON-NORMALITY
Table 4.4: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.133 | 1.133 | 1.323 | 1.046 | 15.1 | 15.2 | 17.0 | 12.1 | 11.4 | 3.765 | 2.322 | 4.140 | 4.386 |
| 2 | 5 | 1.062 | 1.062 | 1.323 | 1.027 | 16.0 | 15.6 | 15.5 | 10.9 | 6.7 | 1.123 | 1.381 | 1.244 | 3.093 |
| 2 | 10 | 1.045 | 1.045 | 1.270 | 0.908 | 15.3 | 15.3 | 14.8 | 10.8 | 6.2 | 0.779 | 0.969 | 0.861 | 2.130 |
| 2 | 15 | 0.924 | 0.924 | 1.167 | 0.875 | 17.3 | 17.2 | 16.4 | 8.5 | 5.8 | 0.634 | 0.776 | 0.724 | 1.833 |
| 2 | 25 | 1.039 | 1.039 | 1.305 | 1.058 | 17.7 | 17.7 | 15.7 | 10.0 | 10.8 | 0.581 | 0.805 | 0.667 | 1.633 |
| 2 | 50 | 0.884 | 0.884 | 1.064 | 0.900 | 23.1 | 23.1 | 20.6 | 11.7 | 16.5 | 0.475 | 0.721 | 0.540 | 1.280 |
| 5 | 2 | 1.121 | 1.121 | 1.213 | 1.072 | 14.3 | 14.2 | 14.4 | 14.2 | 11.4 | 1.065 | 1.073 | 1.074 | 1.169 |
| 5 | 5 | 1.101 | 1.101 | 1.242 | 1.088 | 13.0 | 12.8 | 13.6 | 11.9 | 9.5 | 0.636 | 0.641 | 0.658 | 0.743 |
| 5 | 10 | 1.009 | 1.009 | 1.153 | 1.016 | 11.9 | 11.8 | 12.1 | 11.5 | 10.6 | 0.467 | 0.472 | 0.490 | 0.557 |
| 5 | 15 | 1.039 | 1.040 | 1.184 | 1.069 | 13.6 | 13.5 | 13.3 | 10.4 | 13.7 | 0.404 | 0.410 | 0.428 | 0.489 |
| 5 | 25 | 1.003 | 1.004 | 1.136 | 1.055 | 14.8 | 14.6 | 13.7 | 11.3 | 23.1 | 0.344 | 0.352 | 0.370 | 0.413 |
| 5 | 50 | 0.992 | 0.992 | 1.098 | 1.060 | 17.4 | 17.0 | 14.1 | 10.8 | 35.0 | 0.279 | 0.287 | 0.298 | 0.333 |
| 10 | 2 | 1.111 | 1.111 | 1.170 | 1.054 | 11.1 | 11.0 | 10.8 | 10.9 | 9.7 | 0.699 | 0.700 | 0.697 | 0.713 |
| 10 | 5 | 1.000 | 1.000 | 1.058 | 0.974 | 13.7 | 13.6 | 14.4 | 14.2 | 10.5 | 0.443 | 0.444 | 0.444 | 0.466 |
| 10 | 10 | 1.043 | 1.043 | 1.122 | 1.069 | 11.7 | 11.5 | 10.7 | 9.8 | 15.8 | 0.331 | 0.331 | 0.337 | 0.358 |
| 10 | 15 | 0.986 | 0.986 | 1.072 | 1.034 | 12.7 | 12.7 | 11.4 | 9.2 | 21.0 | 0.284 | 0.285 | 0.294 | 0.311 |
| 10 | 25 | 0.952 | 0.952 | 1.020 | 1.002 | 14.1 | 13.6 | 13.0 | 9.8 | 32.7 | 0.235 | 0.235 | 0.242 | 0.255 |
| 10 | 50 | 0.894 | 0.895 | 0.943 | 0.943 | 14.1 | 14.7 | 13.0 | 11.7 | 54.3 | 0.195 | 0.194 | 0.202 | 0.208 |
| 25 | 2 | 1.039 | 1.039 | 1.082 | 1.014 | 12.2 | 12.3 | 12.2 | 12.9 | 12.4 | 0.438 | 0.438 | 0.435 | 0.439 |
| 25 | 5 | 1.036 | 1.036 | 1.048 | 1.039 | 10.6 | 10.4 | 11.2 | 9.9 | 13.8 | 0.285 | 0.285 | 0.282 | 0.292 |
| 25 | 10 | 0.937 | 0.937 | 0.951 | 0.959 | 12.2 | 12.1 | 13.3 | 11.8 | 23.5 | 0.212 | 0.210 | 0.210 | 0.218 |
| 25 | 15 | 0.908 | 0.908 | 0.927 | 0.953 | 12.7 | 12.9 | 13.6 | 11.7 | 33.2 | 0.177 | 0.176 | 0.177 | 0.184 |
| 25 | 25 | 0.904 | 0.904 | 0.921 | 0.941 | 12.5 | 12.6 | 12.2 | 10.7 | 55.6 | 0.150 | 0.148 | 0.150 | 0.154 |
| 25 | 50 | 1.039 | 1.039 | 1.052 | 1.056 | 10.5 | 10.5 | 10.2 | 9.6 | 83.9 | 0.124 | 0.123 | 0.125 | 0.125 |

inadequate even for normal data.
Similar to the Huber variance ratios calculated in Chapter 3, Huber variance ratios were as close to 1 for all values of $\rho$ and $\sigma$.

The LMM variance estimators have approximately the same bias as the LMM variance estimators in Chapter 3 , when $\rho=0$ regardless of the skewness level, $\sigma$. These biases were large when there were 5 or less sample PSUs. They became smaller for larger numbers of sample PSUs (10 or more).

For $\rho=0.025$, the LMM variance estimators for log-normal data have smaller bias than the LMM variance estimators for normal data when there were 2 sample PSUs for $\sigma=\frac{1}{3}$. These biases were larger in the case of $\sigma=\frac{2}{3}$ when $c=2$. The biases were approximately the same for other numbers of sample PSUs (5 or more).

For $\rho=0$ and $\rho=0.025$, the ADM and ADH variance estimators for the log-normal data with both skewness levels have approximately the same bias as the ADM and ADH variance estimators in Chapter 3. The biases were large when there was 2 sample PSUs and small otherwise. For the lognormal as well as the normal data, the biases for the ADM variance estimator were smaller than the biases of the LMM variance estimator, regardless the intraclass correlation value, $\rho$, and the skewness level, $\sigma$.

For $\rho=0$ and $\sigma=\frac{1}{3}$, non-coverage rates of confidence intervals of $\beta$ using the LMM, ADM and ADH methods were close to the nominal rate (10\%) as
well as the LMM, ADM and ADH non-coverage rates in Chapter 3. For $\rho=0$ and $\sigma=\frac{2}{3}$, the LMM, ADM and ADH non-coverage rates differed significantly from $10 \%$ when there were 2 or 5 sample PSUs with small number of observations per PSU ( 15 or less). For $\rho=0.025$, the LMM, ADM and ADH non-coverage rates differed appreciably from $10 \%$ for all values of $c$ and $m$, in general, for both skewness levels. For all values of $\rho$ and $\sigma$ the Huber non-coverage rates were close to the nominal rate, as in Chapter 3 .

For both values of $\rho$, the LMM non-coverage rates when $\sigma=\frac{1}{3}$ were closer to the nominal rate than the LMM non-coverage rates when $\sigma=\frac{2}{3}$ for small sample PSUs (5 or less). The average length of the $90 \%$ confidence intervals for $\beta$ using all methods of estimation were obviously shorter when $\sigma=\frac{1}{3}$ than when $\sigma=\frac{2}{3}$ for all values of $c$.

The $90 \%$ confidence intervals for $\beta$ were much shorter using the lognormal data than those calculated using the normal data in Chapter 3, because $\operatorname{Var}(Y)=\exp \left(2 \mu+\sigma^{2}\right)\left\{\exp \left(\sigma^{2}\right)-1\right\}$ less than the variance of the simulated data in Chapter 3.

For $\rho=0$ with $\sigma=\frac{1}{3}$ and $\sigma=\frac{2}{3}$, when there were 2 sample PSUs the average length of the $90 \%$ confidence intervals for $\beta$ using the ADM method was $15-25 \%$ shorter than the LMM method. The ADM were $10-15 \%$ shorter when there were 5 sample PSUs with large number of observations per PSU (15 or more). The average length of the $90 \% \mathrm{ADH}$ confidence intervals for $\beta$

### 4.3. SIMULATION STUDY OF LOG-NORMAL DATA IN AN UNBALANCED TWO-STAGE DESIGN

were $65-80 \%$ shorter than the Huber when there were 2 sample PSUs, $15-30 \%$ shorter when there were 5 sample PSUs, and $10-15 \%$ shorter when there were 10 sample PSUs with 5 or more observations per PSU. Differences between the adaptive and non-adaptive confidence interval lengths were negligible in all other cases

For $\rho=0.025$ with $\sigma=\frac{1}{3}$ and $\sigma=\frac{2}{3}$, when there were 2 sample PSUs the average lengths of the $90 \%$ ADM confidence intervals for $\beta$ were 10$25 \%$ shorter than the LMM method. The average lengths of the $90 \%$ ADH confidence intervals for $\beta$ were $65-85 \%$ shorter than the Huber when there were 2 sample PSUs, and $10-20 \%$ shorter when there were 5 sample PSUs. There were no relevant differences, otherwise.

The proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ was rejected were similar to those in Chapter 3.

### 4.3 Simulation Study of Log-normal Data in an Unbalanced Two-Stage Design

A simulation study was conducted to compare the adaptive and non-adaptive methods for estimating $\operatorname{var}(\hat{\beta})$ using PSUs with unequal sample sizes and log-normal data. Tables 4.5-4.8 show the results of the simulation study. Log-normal data were generated in the same way as described in Section 4.2. Data were generated assuming unequal sample within PSU sizes, $m_{i}$.

Results for other values of $\rho$ and $\sigma$ are shown in Appendix C. Two values of $\rho$ were used, 0 and 0.025 . The number of sample PSUs, $c$, was also varied over a range of values of $2,5,10,25$ and 50 . The value of $\sigma$ was varied over $\frac{1}{3}$ and $\frac{2}{3}$. Results for other values of $\rho$ and $\sigma$ are shown in Appendix C. The average number of observations per PSU, $\bar{m}$ was set to 3,10 and 25. The three cases used for this purpose are explained in Subsection 3.4.4. The hypothesis $H_{0}: \sigma_{b}^{2}=0$ was tested as described in Subsection 2.3.2 using the restricted likelihood ratio test defined in Equation (2.31). In all tables we used $\beta=0$ and significance level $\alpha=0.1$ for testing $\sigma_{b}^{2}=0$. The tables show the non-coverage rates of $90 \%$ confidence intervals for $\beta$ and the average lengths of these confidence intervals. The proportion of samples where $H_{0}: \sigma_{b}^{2}=0$ was rejected are also shown. The tables show the ratio of the mean estimated variance of $\hat{\beta}, E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$, using the four strategies of estimation (ADM, ADH, LMM and Huber) with values of $\rho$ of 0 and 0.025 and skewness levels of $\sigma=\frac{1}{3}$ and $\sigma=\frac{2}{3}$.

For all values of $\rho$ and $\sigma$, the average length of the $90 \%$ ADM confidence intervals for $\beta$ was $10-15 \%$ shorter than the LMM confidence intervals for $\beta$ when there were 2 sample PSUs with all values of $\bar{m}$. For all values of $\rho$ and $\sigma$, the average length of the $90 \% \mathrm{ADH}$ confidence intervals for $\beta$ was much shorter than the Huber (50-65\%) when there were 2 sample PSUs with all values of $\bar{m}$. For $\rho=0$ and $\sigma=\frac{2}{3}$, the average length of the $90 \% \mathrm{ADH}$ confid-
Table 4.5: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced Log-Normal data case with $\rho=0, \sigma=\frac{1}{3}$.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.357 | 1.357 | 1.475 | 1.025 | 9.3 | 9.2 | 8.3 | 10.8 | 16.3 | 0.730 | 0.919 | 0.781 | 1.435 |
| 2 | 10 | 1.297 | 1.297 | 1.379 | 0.943 | 9.2 | 8.9 | 8.4 | 8.5 | 13.3 | 0.327 | 0.493 | 0.339 | 0.827 |
| 2 | 25 | 1.477 | 1.477 | 1.564 | 1.094 | 8.3 | 8.2 | 7.3 | 10.4 | 15.0 | 0.200 | 0.335 | 0.206 | 0.532 |
| 5 | 3 | 1.238 | 1.238 | 1.255 | 1.073 | 9.2 | 8.9 | 9.2 | 9.6 | 25.1 | 0.357 | 0.373 | 0.360 | 0.381 |
| 5 | 10 | 1.289 | 1.289 | 1.294 | 1.041 | 8.1 | 7.2 | 8.1 | 9.6 | 23.1 | 0.188 | 0.201 | 0.188 | 0.204 |
| 5 | 25 | 1.286 | 1.286 | 1.290 | 1.043 | 8.8 | 8.1 | 8.6 | 10.0 | 23.3 | 0.118 | 0.128 | 0.118 | 0.130 |
| 10 | 3 | 1.137 | 1.137 | 1.138 | 1.001 | 8.0 | 8.0 | 8.0 | 9.6 | 23.0 | 0.235 | 0.238 | 0.235 | 0.233 |
| 10 | 10 | 1.094 | 1.094 | 1.094 | 0.952 | 9.9 | 9.4 | 9.9 | 11.7 | 20.7 | 0.128 | 0.131 | 0.128 | 0.129 |
| 10 | 25 | 1.075 | 1.075 | 1.075 | 0.936 | 9.8 | 9.3 | 9.8 | 9.5 | 19.7 | 0.080 | 0.082 | 0.080 | 0.081 |
| 25 | 3 | 1.184 | 1.184 | 1.184 | 1.113 | 7.4 | 7.3 | 7.4 | 8.5 | 13.0 | 0.143 | 0.143 | 0.143 | 0.141 |
| 25 | 10 | 1.000 | 1.000 | 1.000 | 0.937 | 10.0 | 10.0 | 10.0 | 11.0 | 13.8 | 0.078 | 0.078 | 0.078 | 0.078 |
| 25 | 25 | 1.087 | 1.087 | 1.087 | 1.005 | 8.9 | 8.7 | 8.9 | 9.1 | 11.1 | 0.049 | 0.049 | 0.049 | 0.049 |
| 50 | 3 | 1.035 | 1.035 | 1.035 | 1.016 | 10.6 | 10.6 | 10.6 | 10.8 | 5.7 | 0.098 | 0.098 | 0.098 | 0.098 |
| 50 | 10 | 0.995 | 0.995 | 0.995 | 0.961 | 9.6 | 9.5 | 9.6 | 9.8 | 5.3 | 0.054 | 0.054 | 0.054 | 0.054 |
| 50 | 25 | 1.064 | 1.064 | 1.064 | 1.021 | 8.4 | 8.3 | 8.4 | 9.1 | 9.4 | 0.034 | 0.034 | 0.034 | 0.034 |

Table 4.6: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced Log-Normal data case with $\rho=0.025, \sigma=\frac{1}{3}$.

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / v a r(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta(\%)$ |  |  | $\operatorname{Pr}\left(\right.$ Rej $\left.H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.325 | 1.325 | 1.437 | 1.023 | 9.8 | 9.4 | 8.7 | 11.0 | 17.4 | 0.745 | 0.954 | 0.795 | 1.456 |
| 2 | 10 | 1.086 | 1.086 | 1.161 | 0.853 | 12.7 | 12.7 | 11.5 | 9.9 | 18.3 | 0.342 | 0.572 | 0.356 | 0.893 |
| 2 | 25 | 1.285 | 1.285 | 1.348 | 1.088 | 13.9 | 13.5 | 12.2 | 10.0 | 23.7 | 0.223 | 0.451 | 0.230 | 0.645 |
| 5 | 3 | 1.183 | 1.183 | 1.198 | 1.039 | 9.3 | 8.6 | 9.0 | 10.0 | 29.3 | 0.361 | 0.380 | 0.364 | 0.388 |
| 5 | 10 | 1.158 | 1.158 | 1.166 | 1.023 | 11.0 | 10.2 | 11.0 | 10.6 | 34.6 | 0.199 | 0.220 | 0.199 | 0.227 |
| 5 | 25 | 1.071 | 1.071 | 1.073 | 1.001 | 12.5 | 10.3 | 12.4 | 9.2 | 50.1 | 0.135 | 0.158 | 0.135 | 0.163 |
| 10 | 3 | 1.098 | 1.098 | 1.101 | 1.000 | 8.4 | 8.3 | 8.4 | 9.6 | 26.1 | 0.237 | 0.241 | 0.237 | 0.239 |
| 10 | 10 | 1.041 | 1.041 | 1.041 | 0.975 | 10.6 | 9.4 | 10.6 | 9.3 | 37.3 | 0.135 | 0.141 | 0.135 | 0.142 |
| 10 | 25 | 0.994 | 0.994 | 0.994 | 0.974 | 12.3 | 10.2 | 12.3 | 10.5 | 58.1 | 0.094 | 0.100 | 0.094 | 0.102 |
| 25 | 3 | 1.102 | 1.102 | 1.102 | 1.068 | 9.0 | 9.0 | 9.0 | 9.0 | 17.3 | 0.144 | 0.145 | 0.144 | 0.145 |
| 25 | 10 | 0.908 | 0.908 | 0.908 | 0.916 | 11.3 | 11.1 | 11.3 | 10.4 | 35.5 | 0.083 | 0.084 | 0.083 | 0.086 |
| 25 | 25 | 1.016 | 1.016 | 1.016 | 1.034 | 11.3 | 11.1 | 11.3 | 9.6 | 68.9 | 0.059 | 0.061 | 0.059 | 0.062 |
| 50 | 3 | 0.976 | 0.976 | 0.976 | 0.988 | 11.9 | 11.9 | 11.9 | 11.6 | 10.7 | 0.099 | 0.099 | 0.099 | 0.100 |
| 50 | 10 | 0.914 | 0.914 | 0.914 | 0.967 | 11.4 | 11.4 | 11.4 | 9.8 | 33.3 | 0.057 | 0.058 | 0.057 | 0.060 |
| 50 | 25 | 0.996 | 0.996 | 0.996 | 1.007 | 10.3 | 10.0 | 10.3 | 9.7 | 84.7 | 0.042 | 0.042 | 0.042 | 0.043 |

Table 4.7: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced Log-Normal data case with $\rho=0, \sigma=\frac{2}{3}$.

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / v a r(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta(\%)$ |  |  | $\operatorname{Pr}\left(\right.$ Rej $\left.H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.272 | 1.272 | 1.392 | 0.992 | 13.9 | 13.5 | 12.6 | 11.7 | 15.0 | 1.665 | 2.050 | 1.789 | 3.453 |
| 2 | 10 | 1.261 | 1.261 | 1.356 | 0.949 | 12.1 | 11.6 | 10.7 | 9.3 | 13.4 | 0.801 | 1.204 | 0.834 | 2.092 |
| 2 | 25 | 1.445 | 1.445 | 1.518 | 1.071 | 9.8 | 9.7 | 9.3 | 9.5 | 15.9 | 0.505 | 0.860 | 0.520 | 1.365 |
| 5 | 3 | 1.217 | 1.217 | 1.236 | 1.087 | 13.0 | 12.4 | 12.5 | 12.0 | 23.3 | 0.874 | 0.911 | 0.882 | 0.951 |
| 5 | 10 | 1.281 | 1.281 | 1.285 | 1.045 | 9.9 | 8.9 | 9.9 | 10.7 | 23.7 | 0.474 | 0.509 | 0.475 | 0.521 |
| 5 | 25 | 1.272 | 1.272 | 1.275 | 1.041 | 9.5 | 9.0 | 9.5 | 10.3 | 22.6 | 0.300 | 0.324 | 0.300 | 0.334 |
| 10 | 3 | 1.137 | 1.137 | 1.139 | 1.014 | 10.4 | 10.3 | 10.4 | 12.0 | 20.6 | 0.583 | 0.591 | 0.584 | 0.584 |
| 10 | 10 | 1.089 | 1.089 | 1.089 | 0.948 | 11.1 | 10.6 | 11.1 | 12.2 | 21.9 | 0.325 | 0.333 | 0.325 | 0.328 |
| 10 | 25 | 1.082 | 1.082 | 1.082 | 0.949 | 8.9 | 8.6 | 8.9 | 10.1 | 19.4 | 0.204 | 0.209 | 0.204 | 0.209 |
| 25 | 3 | 1.196 | 1.196 | 1.196 | 1.132 | 7.8 | 7.7 | 7.8 | 8.7 | 11.1 | 0.363 | 0.364 | 0.363 | 0.361 |
| 25 | 10 | 1.008 | 1.008 | 1.008 | 0.946 | 10.0 | 10.0 | 10.0 | 10.6 | 12.7 | 0.200 | 0.201 | 0.200 | 0.200 |
| 25 | 25 | 1.107 | 1.107 | 1.107 | 1.022 | 8.7 | 8.4 | 8.7 | 9.0 | 12.1 | 0.127 | 0.127 | 0.127 | 0.125 |
| 50 | 3 | 1.040 | 1.040 | 1.040 | 1.020 | 10.6 | 10.6 | 10.6 | 11.1 | 5.9 | 0.249 | 0.249 | 0.249 | 0.249 |
| 50 | 10 | 0.999 | 0.999 | 0.999 | 0.964 | 9.8 | 9.8 | 9.8 | 10.8 | 5.5 | 0.139 | 0.139 | 0.139 | 0.138 |
| 50 | 25 | 1.068 | 1.068 | 1.068 | 1.025 | 9.1 | 9.1 | 9.1 | 9.5 | 9.8 | 0.088 | 0.089 | 0.088 | 0.088 |

Table 4.8: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced Log-Normal data case with $\rho=0.025, \sigma=\frac{2}{3}$.

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / v a r(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta(\%)$ |  |  | $\operatorname{Pr}\left(\right.$ Rej $\left.H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.231 | 1.231 | 1.364 | 0.993 | 14.9 | 14.4 | 13.4 | 12.8 | 15.2 | 1.686 | 2.079 | 1.821 | 3.498 |
| 2 | 10 | 1.085 | 1.085 | 1.169 | 0.872 | 16.1 | 15.5 | 14.6 | 11.1 | 17.3 | 0.830 | 1.363 | 0.869 | 2.236 |
| 2 | 25 | 1.274 | 1.274 | 1.341 | 1.070 | 14.9 | 14.2 | 13.8 | 10.1 | 24.0 | 0.551 | 1.113 | 0.568 | 1.594 |
| 5 | 3 | 1.174 | 1.174 | 1.196 | 1.061 | 12.8 | 12.4 | 12.5 | 12.8 | 27.2 | 0.882 | 0.925 | 0.891 | 0.963 |
| 5 | 10 | 1.156 | 1.156 | 1.163 | 1.020 | 12.0 | 11.4 | 12.0 | 11.9 | 32.9 | 0.496 | 0.545 | 0.497 | 0.566 |
| 5 | 25 | 1.070 | 1.070 | 1.072 | 0.988 | 13.2 | 11.1 | 13.0 | 10.4 | 47.6 | 0.337 | 0.390 | 0.337 | 0.403 |
| 10 | 3 | 1.103 | 1.103 | 1.105 | 1.008 | 10.5 | 10.2 | 10.5 | 11.1 | 24.7 | 0.589 | 0.599 | 0.589 | 0.597 |
| 10 | 10 | 1.044 | 1.044 | 1.044 | 0.972 | 11.3 | 10.9 | 11.3 | 11.1 | 36.5 | 0.341 | 0.356 | 0.341 | 0.358 |
| 10 | 25 | 1.001 | 1.001 | 1.001 | 0.977 | 12.5 | 11.0 | 12.5 | 11.3 | 53.2 | 0.233 | 0.248 | 0.233 | 0.253 |
| 25 | 3 | 1.127 | 1.127 | 1.127 | 1.089 | 8.6 | 8.5 | 8.6 | 9.3 | 16.5 | 0.366 | 0.368 | 0.366 | 0.368 |
| 25 | 10 | 0.929 | 0.929 | 0.929 | 0.937 | 12.0 | 12.0 | 12.0 | 10.6 | 29.9 | 0.209 | 0.212 | 0.209 | 0.217 |
| 25 | 25 | 1.013 | 1.014 | 1.013 | 1.037 | 10.6 | 10.0 | 10.6 | 8.8 | 60.6 | 0.147 | 0.150 | 0.147 | 0.154 |
| 50 | 3 | 0.979 | 0.979 | 0.979 | 0.988 | 11.6 | 11.6 | 11.6 | 11.4 | 9.8 | 0.250 | 0.250 | 0.250 | 0.254 |
| 50 | 10 | 0.921 | 0.921 | 0.921 | 0.968 | 10.9 | 10.8 | 10.9 | 9.6 | 28.7 | 0.146 | 0.147 | 0.146 | 0.152 |
| 50 | 25 | 1.009 | 1.009 | 1.009 | 1.026 | 10.3 | 10.2 | 10.3 | 9.9 | 77.1 | 0.104 | 0.106 | 0.104 | 0.107 |

### 4.3. SIMULATION STUDY OF LOG-NORMAL DATA IN AN UNBALANCED TWO-STAGE DESIGN

ence intervals for $\beta$ was shorter than the Huber (5-8\%) when there were 5 sample PSUs with $\bar{m}=2$ and 25 . For $\rho=0.025$ and $\sigma=\frac{1}{3}$, the average length of the $90 \% \mathrm{ADH}$ confidence intervals for $\beta$ was shorter than the Huber (about $6 \%$ ) when there were 5 sample PSUs with $\bar{m} \geq 10$. For $\rho=0.025$ and $\sigma=\frac{2}{3}$, the average length of the $90 \%$ ADH confidence intervals for $\beta$ was shorter than the Huber (5-8\%) when there were 5 sample PSUs with all values of $\bar{m}$ and when $c=50$ with $\bar{m}=10$. There were no relevant differences, otherwise.

The proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ was rejected were relatively smaller for log-normal data than for normal data, regardless the value of the intraclass correlation, $\rho$ and the skewness level, $\sigma$.

The Huber non-coverage rates were close to the nominal rate (10\%) for all values of $\rho$ and $\sigma$, as in Chapter 3.

For $\rho=0$, the LMM, ADM and ADH non-coverage rates were close to the nominal rate for both values of $\sigma$, as in Chapter 3, except when there were small number of sample PSUs (5 or less) with 2 observations per PSU.

For $\rho=0.025$ with $\sigma=\frac{1}{3}$, the non-coverage rates of the LMM, ADM and ADH confidence intervals were close to $10 \%$, except when there were 2 sample PSUs with 10 or more observations per PSU, as in Chapter 3. The LMM and ADM non-coverage rates were higher than the nominal rate when there were 5 and 2 sample PSUs with average number of observations per PSU equal to 25 . When $\sigma=\frac{2}{3}$, the non-coverage rates of the LMM, ADM and

ADH confidence intervals were close to $10 \%$, except when there was a small number of sample PSUs (5 or less) with all all values of $\bar{m}$.

Similar to Chapter 3 all variance estimators for $\rho=0.025$ and both values of $\sigma$ were approximately unbiased as all variance ratios were approximately 1, except that the LMM, ADM and ADH variance estimators tended to be biased when there were small numbers of sample PSUs (5 or less) with all average numbers of observations per PSU.

The proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ was rejected were higher than the nominal rate (10\%), but they were lower for normal data in Chapter 3 for both values of $\rho$. Possible reasons why these proportions are higher than $10 \%$ are discussed in Subsection 3.4.4.

### 4.4 Conclusion

- Huber variance estimators were unbiased regardless of $\sigma$ and $\rho$.
- Huber has close to the nominal non-coverage in all cases.
- For $\rho=0$ with both values of $\sigma$, LMM variance estimators have similar biases to Chapter 3.
- LMM variance estimators have smaller bias than in Chapter 3 when $c=2, \sigma=\frac{1}{3}$, and $\rho=0.025$.
- LMM variance estimators have larger bias than in Chapter 3 when $c=2$, $\sigma=\frac{2}{3}$, and $\rho=0.025$.
- ADM and ADH variance estimators have approximately the same bias as in Chapter 3, regardless the values of $\rho$ and $\sigma$.
- When $c \leq 5$ and for all values of $\rho$ and $\sigma$, ADM variance estimators have smaller biases than the LMM variance estimators, similar to what was in Chapter 3.
- In the unbalanced data designs, LMM, ADM and ADH variance estimators tended to be biased when $c \leq 5$ for all $\bar{m}$.
- LMM, ADM and ADH non-coverage rates were
- close to the nominal rate when $\rho=0$ and $\sigma=\frac{1}{3}$.
- significantly larger than the nominal rate when $c \leq 5$ with $m \leq 15$ when $\rho=0$ and $\sigma=\frac{2}{3}$, in the balanced data design. They were larger than $10 \%$, in the unbalanced data designs when $c \leq 5$ with $\bar{m}=2$.
- were considerably different from $10 \%$ for all values of $c, m$ and $\sigma$ when $\rho=0.025$, in the balanced data design. They were close to the nominal rate except when $c=2$ with $\bar{m} \geq 10$
- Log-normal data with $\sigma=\frac{1}{3}$ gave shorter confidence intervals than log-normal data with $\sigma=\frac{2}{3}$ in all cases.
- In comparing adaptive and non adaptive confidence intervals when $\rho=0$ and for both values of $\sigma$, in the balanced data designs:
- ADM was $15-25 \%$ shorter than the LMM when $c=2,10-15 \%$ shorter when $c=5$ with $m \geq 15$.
- ADH was $65-80 \%$ shorter than the Huber when $c=2,15-30 \%$ shorter when $c=5$ and $10-15 \%$ shorter when $c=10$ with $m \geq 5$.
- In comparing adaptive and non adaptive confidence intervals when $\rho=0.025$ and for both values of $\sigma$, in the balanced data designs:
- ADM was $10-25 \%$ shorter than the LMM when $c=2,10-15 \%$ shorter when $c=5$ with $m \geq 15$.
- ADH was $65-85 \%$ shorter than the Huber when $c=2$ and $10-20 \%$ shorter when $c=5$.
- In the unbalanced data designs
- the ADM confidence intervals were $10-15 \%$ shorter than the LMM confidence intervals when $c=2$.
- the ADH confidence intervals were $50-65 \%$ shorter than the Huber
confidence intervals when $c=2$, for both values of $\rho$ and $\sigma$. They were $5-8 \%$ when $c=5$, in general.
- Proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ is rejected were similar to those in Chapter 3 in the balanced data designs and relatively smaller in the unbalanced data designs.


## Chapter 5

## A Modified Adaptive Strategy based on the Estimated Design Effect

### 5.1 Introduction

The design effect is the ratio of the design variance of a statistic, $\hat{\boldsymbol{\beta}}$, to the variance under simple random sampling with the same sample size (Kish, 1965, p.162). For two-stage sampling with equal probability of selection at both stages, it can be approximated by $\operatorname{def} f=1+(\bar{m}-1) \rho$, where $\bar{m}$ is the average number of observations per sample PSU. One way of estimating the design effect is

$$
\widehat{d e f f}=1+(\bar{m}-1) \hat{\rho},
$$

where $\hat{\rho}$ is obtained from a REML fit of the linear mixed model (2.3).
In Chapter 3, the adaptive strategies were defined based on the linear mixed model. Clustering was allowed for in the estimation of $\operatorname{var}(\hat{\boldsymbol{\beta}})$ only if

### 5.1. INTRODUCTION

the PSU-level variance component $\left(\sigma_{b}^{2}\right)$ was statistically significant. However, it is possible that the estimated intraclass correlation could be quite small, even if $\sigma_{b}^{2}$ is significant. In this case, it may still be preferable to ignore clustering when estimating $\operatorname{var}(\hat{\boldsymbol{\beta}})$. Then $\rho$ could be large and $\bar{m}$ is small so design effect is small. This chapter evaluates adaptive strategies along these lines.

In this chapter the adaptive strategies are based on the linear mixed model and normal data as in Chapter 3. The new adaptive strategies will be defined based on testing the null hypothesis $H_{0}: \sigma_{b}^{2}=0$ and on comparing the estimated design effect to a cutoff value, $d$. If we reject the null hypothesis and, at the same time the estimated design effect $\widehat{d e f f}$ is larger than the cutoff point, $d$, the variance estimators are extracted from the linear mixed model or are estimated using the robust Huber-White variance estimator. Otherwise, the variance estimators are extracted from the linear model. Several cutoff points were evaluated. The flowchart in Figure 5.1 summarizes the two adaptive estimators of $\operatorname{var}(\hat{\boldsymbol{\beta}}): \widehat{\operatorname{var}}_{A D M}(\hat{\boldsymbol{\beta}})$ and $\widehat{\operatorname{var}}_{A D H}(\hat{\boldsymbol{\beta}})$.

The two adaptive strategies (ADM) and (ADH) are defined as

$$
\widehat{\operatorname{var}}_{A D M}(\hat{\boldsymbol{\beta}})= \begin{cases}\widehat{\operatorname{var}}_{L M M}(\hat{\boldsymbol{\beta}}) & \text { if } H_{0} \text { is not retained, }  \tag{5.1}\\ & \text { and } \widehat{d e f f} \geq d \\ \widehat{\operatorname{var}}_{L M}(\hat{\boldsymbol{\beta}}) \quad & \text { otherwise. }\end{cases}
$$

$$
\widehat{\operatorname{var}}_{A D H}(\hat{\boldsymbol{\beta}})= \begin{cases}\widehat{\operatorname{var}}_{H u b}(\hat{\boldsymbol{\beta}}) & \text { if } H_{0} \text { is not retained, }  \tag{5.2}\\ & \text { and } \widehat{d e f f} \geq d \\ \widehat{\operatorname{var}}_{L M}(\hat{\boldsymbol{\beta}}) & \text { otherwise. }\end{cases}
$$

This chapter is divided into three sections. Section 5.2 will evaluate the adaptive and other methods using cutoff values of $d$ of 1.05 and 1.5 by simulation using balanced and unbalanced data cases. In Section 5.3 we will draw conclusions.


Reject $H_{0}$ and $\widehat{d e f f} \geq d$


$$
\widehat{\operatorname{var}}_{A D M}(\hat{\boldsymbol{\beta}})=\widehat{\operatorname{var}}_{L M M}(\hat{\boldsymbol{\beta}}) ;
$$

$$
\text { or } \hat{\operatorname{var}}_{A D H}(\hat{\boldsymbol{\beta}})=\hat{\operatorname{var}}_{H u b}(\boldsymbol{\beta})
$$



Figure 5.1: Flowchart showing the adaptive procedure based on testing $H_{0}$ : $\sigma_{b}^{2}=0$ and comparing $\widehat{d e f f}$ to a predetermined cutoff ( $d$ ), using LMM-REML variance estimator or Huber-White variance estimator as an alternative

### 5.2 Simulation Study

The simulation study conducted in this chapter takes the balanced and unbalanced designs cases into consideration. In this study data were generated from intercept-only model defined in Equation (2.3). $H_{0}: \sigma_{b}^{2}=0$ is tested using the restricted likelihood ratio test (2.30). The intraclass correlation $(\rho)$ is estimated using Equation (2.7). The estimated intraclass correlation is then used to estimate the design effect for $\hat{\beta}$ defined by Equation (1.1). The estimated design effect with the RLRT, simultaneously, are used to define the adaptive strategies in equations (5.1) and (5.2). Values of $d$ of 1.05 and 1.5 were used.

### 5.2.1 Simulation Study Using Balanced Data case

Similar to the simulation study conducted in Chapter 3, a simulation study was conducted in this chapter to compare the adaptive and non-adaptive methods for estimating $\operatorname{var}(\hat{\beta})$ based on testing whether the PSU-level variance component is zero and at the same time estimating the design effect and comparing it to a cutoff value, $d$. The simulation study aimed to compare the effect of using the estimated design effect on the adaptive methods for estimating $\operatorname{var}(\hat{\beta})$. The intercept only model (2.3) was used to generate the data for the simulation study, with $m_{i}=m$. The values of $\rho, c$ and $m$ were varied. The parameter $\rho$ was varied over a range of values of $0,0.025,0.05$
and 0.1; $c$ takes the values 2, 5, 10 and 25 ; and $m$ takes the range of values of $2,5,10,15,25$ and 50.1000 samples were generated in each case.

For each sample the estimated regression coefficients $(\hat{\beta})$ and the estimators of $\operatorname{var}(\hat{\beta})$ were calculated for the LMM and LM models using the lme 4 and $l m$ packages (Pinheiro and Bates, 2000) in the R statistical environment (R Development Core Team, 2007). The Huber-White variance estimator of $\hat{\beta}$ was calculated as well by coding Equation (2.24) in R. The true variance of $\hat{\beta}$ was determined by calculating the variance over all 1000 simulations.

The two adaptive strategies ADM and ADH were as defined in Section 5.1. $90 \%$ confidence intervals of $\hat{\beta}$ were calculated for the LMM method using the method of Faes et al. (2009) as described in Subsection 2.2.3. Huber confidence intervals of $\hat{\beta}$ were calculated as discussed in Subsection 2.2.5, and the adaptive confidence intervals of $\hat{\beta}$ were calculated as discussed in Section 3.2.

Tables 5.1-5.4 show the ratio of the mean estimated variance of $\hat{\beta}$ using the four strategies of estimation (ADM, ADH, LMM and Huber) with values of $\rho$ of 0 and 0.025 , and values of $d$ of 1.05 and 1.5 . Results for other values of $\rho$ and $d$ are shown in Appendix D. In all tables we used $\beta=0$ and significance level $\alpha=0.1$ for testing $H_{0}: \sigma_{b}^{2}=0$ and at the same time checking if $\widehat{d e f f} \geq d$. The tables show the non-coverage rates of $90 \%$ confidence intervals of $\beta$ and the average lengths of these confidence intervals.
of
power

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} p[\widehat{d e f f} \\ >1.05 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.05 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $E(\widehat{\text { deff }})$ | $\begin{gathered} p[\widehat{d e f f} \\ >1.05] \end{gathered}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.290 | 1.290 | 1.553 | 1.183 | 8.4 | 8.4 | 11.6 | 7.8 | 11.2 | 100.0 | 11.2 | 1.241 | 43.2 | 5.676 | 3.059 | 6.330 | 5.429 |
| 2 | 5 | 1.283 | 1.283 | 1.517 | 1.042 | 9.2 | 9.0 | 9.1 | 10.3 | 6.3 | 100.0 | 6.3 | 1.309 | 25.1 | 1.243 | 1.564 | 1.327 | 3.142 |
| 2 | 10 | 1.259 | 1.259 | 1.523 | 1.055 | 8.9 | 8.9 | 9.2 | 10.7 | 5.1 | 100.0 | 5.1 | 1.386 | 26.4 | 0.862 | 1.053 | 0.952 | 2.270 |
| 2 | 15 | 1.179 | 1.179 | 1.412 | 0.927 | 9.8 | 9.8 | 10.1 | 10.4 | 3.8 | 100.0 | 3.8 | 1.365 | 24.8 | 0.683 | 0.794 | 0.749 | 1.772 |
| 2 | 25 | 1.165 | 1.165 | 1.419 | 0.976 | 10.8 | 10.8 | 11.3 | 8.9 | 4.2 | 100.0 | 4.2 | 1.407 | 24.8 | 0.528 | 0.621 | 0.584 | 1.442 |
| 2 | 50 | 1.318 | 1.318 | 1.581 | 1.087 | 7.9 | 7.9 | 9.4 | 9.5 | 5.5 | 100.0 | 5.5 | 1.493 | 24.5 | 0.389 | 0.477 | 0.426 | 1.015 |
| 5 | 2 | 1.074 | 1.074 | 1.183 | 0.986 | 9.4 | 9.2 | 10.2 | 9.4 | 9.9 | 100.0 | 9.9 | 1.165 | 44.2 | 1.173 | 1.181 | 1.190 | 1.255 |
| 5 | 5 | 1.163 | 1.163 | 1.288 | 1.057 | 9.3 | 9.3 | 10.0 | 8.5 | 7.6 | 100.0 | 7.6 | 1.207 | 27.3 | 0.716 | 0.721 | 0.732 | 0.801 |
| 5 | 10 | 1.152 | 1.152 | 1.282 | 1.044 | 8.0 | 8.0 | 8.8 | 9.5 | 6.7 | 100.0 | 6.7 | 1.223 | 26.2 | 0.500 | 0.505 | 0.513 | 0.569 |
| 5 | 15 | 1.133 | 1.133 | 1.259 | 1.017 | 9.2 | 9.2 | 10.1 | 10.1 | 7.9 | 100.0 | 7.9 | 1.242 | 26.4 | 0.412 | 0.417 | 0.423 | 0.465 |
| 5 | 25 | 1.124 | 1.124 | 1.234 | 0.999 | 9.4 | 9.4 | 10.0 | 10.4 | 7.9 | 100.0 | 7.9 | 1.242 | 25.2 | 0.317 | 0.321 | 0.324 | 0.360 |
| 5 | 50 | 1.157 | 1.157 | 1.294 | 1.059 | 8.0 | 7.9 | 8.5 | 8.7 | 7.0 | 100.0 | 7.0 | 1.257 | 26.8 | 0.224 | 0.226 | 0.232 | 0.258 |
| 10 | 2 | 1.036 | 1.036 | 1.103 | 0.976 | 10.9 | 10.8 | 10.9 | 11.0 | 11.4 | 100.0 | 11.4 | 1.124 | 42.6 | 0.788 | 0.787 | 0.793 | 0.794 |
| 10 | 5 | 1.148 | 1.148 | 1.221 | 1.071 | 8.1 | 8.1 | 9.1 | 9.3 | 8.0 | 100.0 | 8.0 | 1.133 | 23.2 | 0.489 | 0.490 | 0.492 | 0.503 |
| 10 | 10 | 1.033 | 1.033 | 1.095 | 0.972 | 10.8 | 11.0 | 10.9 | 10.6 | 8.5 | 100.0 | 8.5 | 1.145 | 21.7 | 0.347 | 0.348 | 0.348 | 0.361 |
| 10 | 15 | 1.205 | 1.205 | 1.282 | 1.116 | 7.2 | 7.1 | 8.9 | 9.1 | 8.6 | 100.0 | 8.6 | 1.151 | 23.2 | 0.282 | 0.283 | 0.285 | 0.292 |
| 10 | 25 | 1.203 | 1.203 | 1.268 | 1.103 | 7.3 | 7.3 | 7.9 | 9.4 | 8.3 | 100.0 | 8.3 | 1.147 | 20.0 | 0.219 | 0.219 | 0.219 | 0.225 |
| 10 | 50 | 1.137 | 1.137 | 1.209 | 1.045 | 9.7 | 9.7 | 10.0 | 10.7 | 8.0 | 100.0 | 8.0 | 1.149 | 21.7 | 0.154 | 0.154 | 0.155 | 0.159 |
| 25 | 2 | 0.950 | 0.950 | 0.994 | 0.920 | 11.4 | 11.4 | 11.7 | 12.3 | 10.1 | 100.0 | 10.1 | 1.082 | 42.0 | 0.483 | 0.483 | 0.483 | 0.482 |
| 25 | 5 | 0.956 | 0.956 | 0.963 | 0.913 | 10.6 | 10.7 | 11.9 | 11.1 | 8.1 | 100.0 | 8.1 | 1.050 | 10.6 | 0.303 | 0.302 | 0.298 | 0.302 |
| 25 | 10 | 1.038 | 1.038 | 1.051 | 0.984 | 10.6 | 10.6 | 11.1 | 11.5 | 8.7 | 100.0 | 8.7 | 1.058 | 12.2 | 0.214 | 0.214 | 0.212 | 0.214 |
| 25 | 15 | 1.013 | 1.013 | 1.025 | 0.961 | 9.5 | 9.4 | 10.8 | 10.9 | 6.8 | 100.0 | 6.8 | 1.049 | 10.2 | 0.174 | 0.173 | 0.171 | 0.173 |
| 25 | 25 | 1.123 | 1.123 | 1.137 | 1.069 | 8.4 | 8.4 | 8.8 | 9.0 | 9.1 | 100.0 | 9.1 | 1.068 | 12.8 | 0.135 | 0.135 | 0.134 | 0.136 |
| 25 | 50 | 1.045 | 1.046 | 1.068 | 0.971 | 9.4 | 9.4 | 10.3 | 10.3 | 8.8 | 100.0 | 8.8 | 1.076 | 16.0 | 0.096 | 0.096 | 0.095 | 0.095 |

Table 5.2: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} \hline p[\widehat{\text { deff }} \\ >1.05 \mid \\ \text { Rej } \left.H_{0}\right] \\ \hline \end{gathered}$ | $\begin{array}{\|c\|} \hline p[\widehat{d e f f} \\ >1.05 \& \\ \left.\operatorname{Rej} H_{0}\right] \\ \hline \end{array}$ | $E(\widehat{d e f f})$ | $\begin{aligned} & p[\widehat{d e f f} \\ & >1.05] \end{aligned}$ | ConfidenceInterval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | I ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.189 | 1.189 | 1.440 | 1.074 | 8.2 | 8.2 | 12.0 | 8.9 | 9.9 | 100.0 | 9.9 | 1.234 | 42.5 | 4.934 | 2.977 | 5.552 | 5.299 |
| 2 | 5 | 1.182 | 1.182 | 1.415 | 1.012 | 11.4 | 10.9 | 11.1 | 12.6 | 7.5 | 100.0 | 7.5 | 1.381 | 29.5 | 1.330 | 1.693 | 1.437 | 3.330 |
| 2 | 10 | 1.139 | 1.139 | 1.356 | 0.985 | 11.4 | 11.4 | 12.9 | 11.6 | 7.5 | 100.0 | 7.5 | 1.475 | 27.9 | 0.915 | 1.211 | 1.009 | 2.413 |
| 2 | 15 | 1.005 | 1.005 | 1.227 | 0.947 | 15.5 | 15.5 | 13.9 | 8.5 | 8.6 | 100.0 | 8.6 | 1.630 | 33.2 | 0.780 | 1.034 | 0.880 | 2.167 |
| 2 | 25 | 1.074 | 1.074 | 1.273 | 1.058 | 18.6 | 18.6 | 16.1 | 8.7 | 14.4 | 100.0 | 14.4 | 1.985 | 38.6 | 0.710 | 1.054 | 0.800 | 1.911 |
| 2 | 50 | 0.886 | 0.886 | 1.056 | 0.911 | 23.4 | 23.4 | 19.9 | 9.3 | 16.9 | 100.0 | 16.9 | 2.291 | 43.7 | 0.548 | 0.835 | 0.623 | 1.469 |
| 5 | 2 | 1.123 | 1.123 | 1.245 | 1.061 | 9.6 | 9.6 | 8.5 | 9.2 | 11.9 | 100.0 | 11.9 | 1. | 48.7 | 1.224 | 1.230 | 1.254 | 1.323 |
| 5 | 5 | 0.986 | 0.986 | 1.102 | 0.941 | 10.8 | 10.9 | 11.2 | 10.8 | 11.2 | 100.0 | 11.2 | 1.276 | 33.2 | 0.751 | 0.759 | 0.780 | 0.854 |
| 5 | 10 | 0.967 | 0.967 | 1.093 | 0.975 | 12.4 | 12.1 | 12.1 | 8.7 | 14.7 | 100.0 | 14.7 | 1.398 | 39.9 | 0.543 | 0.551 | 0.572 | 0.644 |
| 5 | 15 | 1.080 | 1.080 | 1.233 | 1.118 | 11.3 | 11.3 | 10.1 | 8.8 | 17.1 | 100.0 | 17.1 | 1.487 | 44.2 | 0.457 | 0.465 | 0.487 | 0.549 |
| 5 | 25 | 0.895 | 0.895 | 1.007 | 0.945 | 15.8 | 15.8 | 13.6 | 10.7 | 24.7 | 100.0 | 24.7 | 1.691 | 51.6 | 0.383 | 0.392 | 0.409 | 0.462 |
| 5 | 50 | 0.812 | 0.812 | 0.888 | 0.861 | 19.3 | 19.3 | 16.3 | 11.6 | 40.2 | 100.0 | 40.2 | 2.185 | 66.1 | 0.320 | 0.330 | 0.339 | 0.376 |
| 10 | , | 1.044 | 1.044 | 1.125 | 1.008 | 9.0 | 9.1 | 8.2 | 9.5 | 11.9 | 100.0 | 11 | 1 | 49.6 | 0.809 | 0.812 | 0.819 | 0.830 |
| 10 | 5 | 0.953 | 0.953 | 1.016 | 0.948 | 11.6 | 11.6 | 12.0 | 10.2 | 12.5 | 100.0 | 12.5 | 1.179 | 28.4 | 0.507 | 0.507 | 0.514 | 0.537 |
| 10 | 10 | 1.045 | 1.045 | 1.121 | 1.062 | 11.0 | 10.9 | 11.5 | 9.6 | 18.6 | 100.0 | 18.6 | 1.275 | 36.4 | 0.370 | 0.371 | 0.378 | 0.398 |
| 10 | 15 | 0.935 | 0.935 | 1.008 | 0.975 | 13.1 | 13.0 | 11.4 | 10.5 | 25.8 | 100.0 | 25.8 | 1.400 | 45.2 | 0.318 | 0.318 | 0.327 | 0.344 |
| 10 | 25 | 1.002 | 1.002 | 1.072 | 1.061 | 11.6 | 11.5 | 11.4 | 8.6 | 40.5 | 100.0 | 40.5 | 1.639 | 61.2 | 0.269 | 0.270 | 0.279 | 0.292 |
| 10 | 50 | 0.995 | 0.995 | 1.029 | 1.030 | 14.1 | 13.3 | 12.8 | 10.3 | 67.1 | 100.0 | 67.1 | 2.231 | 81.8 | 0.231 | 0.232 | 0.237 | 0.243 |
| 25 | 2 | 1.018 | 1.018 | 1.066 | 0.997 | 9.6 | 9.7 | 9.9 | 9.7 | 12.7 | 100.0 | 12.7 | 1.092 | 45.2 | 0.489 | 0.489 | 0.490 | 0.491 |
| 25 | 5 | 1.007 | 1.007 | 1.022 | 1.017 | 10.5 | 10.6 | 10.7 | 10.2 | 17.2 | 100.0 | 17.2 | 1.107 | 22.3 | 0.316 | 0.314 | 0.314 | 0.323 |
| 25 | 10 | 0.991 | 10.991 | 1.008 | 1.034 | 11.7 | 11.6 | 12.1 | 10.1 | 29.0 | 100.0 | 29.0 | 1.202 | 34.7 | 0.232 | 0.231 | 0.232 | 0.242 |
| 25 | 15 | 0.990 | 0.990 | 1.009 | 1.038 | 11.3 | 11.3 | 11.0 | 9.6 | 42.3 | 100.0 | 42.3 | 1.309 | 49.2 | 0.199 | 0.197 | 0.200 | 0.206 |
| 25 | 25 | 1.049 | 1.049 | 1.063 | 1.087 | 10.8 | 11.1 | 10.8 | 9.7 | 66.0 | 100.0 | 66.0 | 1.580 | 71.8 | 0.171 | 0.169 | 0.172 | 0.175 |
| 25 | 50 | 0.947 | 70.948 | 0.953 | 0.954 | 11.0 | 10.7 | 10.9 | 10.7 | 92.7 | 100.0 | 92.7 | 2.214 | 96.2 | 0.144 | 0.144 | 0.145 | 0.145 |

Table 5.3: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} p[\widehat{\text { deff }} \\ >1.5 \mid \\ \text { Rej } \left.H_{0}\right] \end{gathered}$ | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.5 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $E(\widehat{d e f f})$ | $\begin{gathered} p[\widehat{d e f f} \\ >1.5] \end{gathered}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.290 | 1.290 | 1.553 | 1.183 | 8.4 | 8.4 | 11.6 | 7.8 | 11.2 | 100.0 | 11.2 | 1.241 | 24.3 | 5.676 | 3.059 | 6.330 | 5.429 |
| 2 | 5 | 1.283 | 1.283 | 1.517 | 1.042 | 9.2 | 9.0 | 9.1 | 10.3 | 6.3 | 100.0 | 6.3 | 1.309 | 21.7 | 1.243 | 1.564 | 1.327 | 3.142 |
| 2 | 10 | 1.259 | 1.259 | 1.523 | 1.055 | 8.9 | 8.9 | 9.2 | 10.7 | 5.1 | 100.0 | 5.1 | 1.386 | 23.2 | 0.862 | 1.053 | 0.952 | 2.270 |
| 2 | 15 | 1.179 | 1.179 | 1.412 | 0.927 | 9.8 | 9.8 | 10.1 | 10.4 | 3.8 | 100.0 | 3.8 | 1.365 | 20.9 | 0.683 | 0.794 | 0.749 | 1.772 |
| 2 | 25 | 1.165 | 1.165 | 1.419 | 0.976 | 10.8 | 10.8 | 11.3 | 8.9 | 4.2 | 100.0 | 4.2 | 1.407 | 21.9 | 0.528 | 0.621 | 0.584 | 1.442 |
| 2 | 50 | 1.318 | 1.318 | 1.581 | 1.087 | 7.9 | 7.9 | 9.4 | 9.5 | 5.5 | 100.0 | 5.5 | 1.493 | 22.2 | 0.389 | 0.477 | 0.426 | 1.015 |
| 5 | 2 | 1.074 | 1.074 | 1.183 | 0.986 | 9.4 | 9.2 | 10.2 | 9.4 | 9.9 | 100.0 | 9.9 | 1.165 | 12.0 | 1.173 | 1.181 | 1.190 | 1.255 |
| 5 | 5 | 1.163 | 1.163 | 1.288 | 1.057 | 9.3 | 9.3 | 10.0 | 8.5 | 7.6 | 100.0 | 7.6 | 1.207 | 18.8 | 0.716 | 0.721 | 0.732 | 0.801 |
| 5 | 10 | 1.152 | 1.152 | 1.282 | 1.044 | 8.0 | 8.0 | 8.8 | 9.5 | 6.7 | 100.0 | 6.7 | 1.223 | 19.3 | 0.500 | 0.505 | 0.513 | 0.569 |
| 5 | 15 | 1.133 | 1.133 | 1.259 | 1.017 | 9.2 | 9.2 | 10.1 | 10.1 | 7.9 | 100.0 | 7.9 | 1.242 | 20.3 | 0.412 | 0.417 | 0.423 | 0.465 |
| 5 | 25 | 1.124 | 1.124 | 1.234 | 0.999 | 9.4 | 9.4 | 10.0 | 10.4 | 7.9 | 100.0 | 7.9 | 1.242 | 19.2 | 0.317 | 0.321 | 0.324 | 0.360 |
| 5 | 50 | 1.157 | 1.157 | 1.294 | 1.059 | 8.0 | 7.9 | 8.5 | 8.7 | 7.0 | 100.0 | 7.0 | 1.257 | 20.6 | 0.224 | 0.226 | 0.232 | 0.258 |
| 10 | 2 | 1.009 | 1.009 | 1.103 | 0.976 | 11.2 | 11.2 | 10.9 | 11.0 | 11.4 | 49.1 | 5.6 | 1.124 | 5.6 | 0.775 | 0.774 | 0.793 | 0.794 |
| 10 | 5 | 1.148 | 1.148 | 1.221 | 1.071 | 8.1 | 8.1 | 9.1 | 9.3 | 8.0 | 100.0 | 8.0 | 1.133 | 11.3 | 0.489 | 0.490 | 0.492 | 0.503 |
| 10 | 10 | 1.033 | 1.033 | 1.095 | 0.972 | 10.8 | 11.0 | 10.9 | 10.6 | 8.5 | 100.0 | 8.5 | 1.145 | 14.1 | 0.347 | 0.348 | 0.348 | 0.361 |
| 10 | 15 | 1.205 | 1.205 | 1.282 | 1.116 | 7.2 | 7.1 | 8.9 | 9.1 | 8.6 | 100.0 | 8.6 | 1.151 | 14.6 | 0.282 | 0.283 | 0.285 | 0.292 |
| 10 | 25 | 1.203 | 1.203 | 1.268 | 1.103 | 7.3 | 7.3 | 7.9 | 9.4 | 8.3 | 100.0 | 8.3 | 1.147 | 14.5 | 0.219 | 0.219 | 0.219 | 0.225 |
| 10 | 50 | 1.137 | 1.137 | 1.209 | 1.045 | 9.7 | 9.7 | 10.0 | 10.7 | 8.0 | 100.0 | 8.0 | 1.149 | 14.7 | 0.154 | 0.154 | 0.155 | 0.159 |
| 25 | 2 | 0.920 | 0.920 | 0.994 | 0.920 | 11.6 | 11.6 | 11.7 | 12.3 | 10.1 | 5.0 | 0.5 | 1.082 | 0.5 | 0.475 | 0.475 | 0.483 | 0.482 |
| 25 | 5 | 0.938 | 0.938 | 0.963 | 0.913 | 11.0 | 11.0 | 11.9 | 11.1 | 8.1 | 44.4 | 3.6 | 1.050 | 3.6 | 0.299 | 0.299 | 0.298 | 0.302 |
| 25 | 10 | 1.019 | 1.019 | 1.051 | 0.984 | 10.7 | 10.7 | 11.1 | 11.5 | 8.7 | 47.1 | 4.1 | 1.058 | 4.1 | 0.212 | 0.212 | 0.212 | 0.214 |
| 25 | 15 | 0.998 | 0.998 | 1.025 | 0.961 | 9.6 | 9.6 | 10.8 | 10.9 | 6.8 | 50.0 | 3.4 | 1.049 | 3.4 | 0.172 | 0.172 | 0.171 | 0.173 |
| 25 | 25 | 1.105 | 1.105 | 1.137 | 1.069 | 8.7 | 8.6 | 8.8 |  | 9.1 | 59.3 | 5.4 | 1.068 | 5.4 | 0.134 | 0.134 | 0.134 | 0.136 |
| 25 | 50 | 1.034 | 1.034 | 1.068 | 0.971 | 9.6 | 9.6 | 10.3 | 10.3 | 8.8 | 70.5 | 6.2 | 1.076 | 6.2 | 0.095 | 0.095 | 0.095 | 0.095 |

Table 5.4: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.5 \mid \\ \left.\operatorname{Rej} H_{0}\right] \\ \hline \end{gathered}$ | $\begin{array}{\|c\|} \hline p[\widehat{d e f f} \\ >1.5 \& \\ \left.\operatorname{Rej} H_{0}\right] \\ \hline \end{array}$ | $E(\widehat{d e f f})$ | $\begin{gathered} p[\widehat{d e f f} \\ >1.5] \end{gathered}$ | Confidence <br> Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.189 | 1.189 | 1.440 | 1.074 | 8.2 | 8.2 | 12.0 | 8.9 | 9.9 | 100.0 | 9.9 | 1.234 | 24.4 | 4.934 | 2.977 | 5.552 | 5.299 |
| 2 | 5 | 1.182 | 1.182 | 1.415 | 1.012 | 11.4 | 10.9 | 11.1 | 12.6 | 7.5 | 100.0 | 7.5 | 1.381 | 25.0 | 1.330 | 1.693 | 1.437 | 3.330 |
| 2 | 10 | 1.139 | 1.139 | 1.356 | 0.985 | 11.4 | 11.4 | 12.9 | 11.6 | 7.5 | 100.0 | 7.5 | 1.475 | 24.7 | 0.915 | 1.211 | 1.009 | 2.413 |
| 2 | 15 | 1.005 | 1.005 | 1.227 | 0.947 | 15.5 | 15.5 | 13.9 | 8.5 | 8.6 | 100.0 | 8.6 | 1.630 | 29.1 | 0.780 | 1.034 | 0.880 | 2.167 |
| 2 | 25 | 1.074 | 1.074 | 1.273 | 1.058 | 18.6 | 18.6 | 16.1 | 8.7 | 14.4 | 100.0 | 14.4 | 1.985 | 35.8 | 0.710 | 1.054 | 0.800 | 1.911 |
| 2 | 50 | 0.886 | 0.886 | 1.056 | 0.911 | 23.4 | 23.4 | 19.9 | 9.3 | 16.9 | 100.0 | 16.9 | 2.291 | 40.6 | 0.548 | 0.835 | 0.623 | 1.469 |
| 5 | 2 | 1.123 | 1.123 | 1.245 | 1.061 | 9.6 | 9.6 | 8.5 | 9.2 | 11.9 | 100.0 | 11.9 | 1.190 | 14.7 | 1.224 | 1.230 | 1.254 | 1.323 |
| 5 | 5 | 0.986 | 0.986 | 1.102 | 0.941 | 10.8 | 10.9 | 11.2 | 10.8 | 11.2 | 100.0 | 11.2 | 1.276 | 24.8 | 0.751 | 0.759 | 0.780 | 0.854 |
| 5 | 10 | 0.967 | 0.967 | 1.093 | 0.975 | 12.4 | 12.1 | 12.1 | 8.7 | 14.7 | 100.0 | 14.7 | 1.398 | 31.5 | 0.543 | 0.551 | 0.572 | 0.644 |
| 5 | 15 | 1.080 | 1.080 | 1.233 | 1.118 | 11.3 | 11.3 | 10.1 | 8.8 | 17.1 | 100.0 | 17.1 | 1.487 | 35.6 | 0.457 | 0.465 | 0.487 | 0.549 |
| 5 | 25 | 0.895 | 0.895 | 1.007 | 0.945 | 15.8 | 15.8 | 13.6 | 10.7 | 24.7 | 100.0 | 24.7 | 1.691 | 44.6 | 0.383 | 0.392 | 0.409 | 0.462 |
| 5 | 50 | 0.812 | 0.812 | 0.888 | 0.861 | 19.3 | 19.3 | 16.3 | 11.6 | 40.2 | 100.0 | 40.2 | 2.185 | 60.5 | 0.320 | 0.330 | 0.339 | 0.376 |
| 10 | 2 | 1.015 | 1.015 | 1.125 | 1.008 | 9.4 | 9.5 | 8.2 | 9.5 | 11.9 | 49.6 | 5.9 | 1.143 | 5.9 | 0.797 | 0.798 | 0.819 | 0.830 |
| 10 | 5 | 0.953 | 0.953 | 1.016 | 0.948 | 11.6 | 11.6 | 12.0 | 10.2 | 12.5 | 100.0 | 12.5 | 1.179 | 17.4 | 0.507 | 0.507 | 0.514 | 0.537 |
| 10 | 10 | 1.045 | 1.045 | 1.121 | 1.062 | 11.0 | 10.9 | 11.5 | 9.6 | 18.6 | 100.0 | 18.6 | 1.275 | 25.8 | 0.370 | 0.371 | 0.378 | 0.398 |
| 10 | 15 | 0.935 | 0.935 | 1.008 | 0.975 | 13.1 | 13.0 | 11.4 | 10.5 | 25.8 | 100.0 | 25.8 | 1.400 | 36.8 | 0.318 | 0.318 | 0.327 | 0.344 |
| 10 | 25 | 1.002 | 1.002 | 1.072 | 1.061 | 11.6 | 11.5 | 11.4 | 8.6 | 40.5 | 100.0 | 40.5 | 1.639 | 51.8 | 0.269 | 0.270 | 0.279 | 0.292 |
| 10 | 50 | 0.995 | 0.995 | 1.029 | 1.030 | 14.1 | 13.3 | 12.8 | 10.3 | 67.1 | 100.0 | 67.1 | 2.231 | 75.2 | 0.231 | 0.232 | 0.237 | 0.243 |
| 25 | 2 | 0.978 | 0.978 | 1.066 | 0.997 | 10.3 | 10.3 | 9.9 | 9.7 | 12.7 | 5.5 | 0.7 | 1.092 | 0.7 | 0.478 | 0.478 | 0.490 | 0.491 |
| 25 | 5 | 0.968 | 0.968 | 1.022 | 1.017 | 10.9 | 11.0 | 10.7 | 10.2 | 17.2 | 46.5 | 8.0 | 1.107 | 8.0 | 0.308 | 0.308 | 0.314 | 0.323 |
| 25 | 10 | 0.955 | 0.955 | 1.008 | 1.034 | 12.4 | 12.5 | 12.1 | 10.1 | 29.0 | 66.2 | 19.2 | 1.202 | 19.2 | 0.227 | 0.226 | 0.232 | 0.242 |
| 25 | 15 | 0.949 | 0.949 | 1.009 | 1.038 | 12.5 | 12.3 | 11.0 | 9.6 | 42.3 | 71.6 | 30.3 | 1.309 | 30.3 | 0.193 | 0.192 | 0.200 | 0.206 |
| 25 | 25 | 1.022 | 1.022 | 1.063 | 1.087 | 11.3 | 11.6 | 10.8 | 9.7 | 66.0 | 86.7 | 57.2 | 1.580 | 57.2 | 0.167 | 0.166 | 0.172 | 0.175 |
| 25 | 50 | 0.942 | 0.943 | 0.953 | 0.954 | 11.3 | 10.9 | 10.9 | 10.7 | 92.7 | 97.2 | 90.1 | 2.214 | 90.1 | 0.143 | 0.143 | 0.145 | 0.145 |

The proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ is rejected are also shown, as well as the proportions of samples where $H_{0}: \sigma_{b}^{2}=0$ is rejected and at the same time $\widehat{d e f f} \geq d, p\left[\widehat{d e f f} \geq d \& \operatorname{Rej} H_{0}\right]$, and the proportion of samples where $\widehat{d e f f} \geq d$ given that $H_{0}: \sigma_{b}^{2}=0$ is rejected, $p\left[\widehat{\operatorname{deff}} \geq d \mid\right.$ Rej $\left.\mathrm{H}_{0}\right]$, are also shown.

Tables 5.1 and 5.2 showed the simulation results for the cutoff $d=1.05$ with both values of $\rho$. They showed that $p\left[\widehat{\operatorname{deff}} \geq d \mid \operatorname{Rej} \mathrm{H}_{0}\right]$ was $100 \%$ for all designs. They showed that the variance ratios, non-coverage rates and average lengths of $90 \%$ confidence intervals were perfectly identical to the variance ratios, non-coverage rates and average lengths of $90 \%$ confidence intervals in Chapter 3.

Tables 5.3 and 5.4 showed the simulation results for the cutoff $d=1.5$ with both values of $\rho$. They showed that $p\left[\widehat{d e f f} \geq d \mid \operatorname{Rej} \mathrm{H}_{0}\right]$ was $100 \%$ for designs with $c \leq 10$, except in designs with $c=10$ with $m=2$. In these designs they showed that $p\left[\widehat{\text { deff }} \geq d \mid \operatorname{Rej} \mathrm{H}_{0}\right]$ was $100 \%$ for all designs. They showed that the variance ratios, non-coverage rates and average lengths of $90 \%$ confidence intervals were perfectly identical to the variance ratios, noncoverage rates and average lengths of $90 \%$ confidence intervals in Chapter 3. In designs with $c=25, p\left[\widehat{\operatorname{deff}} \geq d \mid \operatorname{Rej} \mathrm{H}_{0}\right]$ was less than $100 \%$ for both values of $\rho$. Therefore, the variance ratios, non-coverage rates and average lengths of $90 \%$ confidence intervals were different from the variance ratios, non-coverage
rates and average lengths of $90 \%$ confidence intervals in Chapter 3. There was no relevant differences in these designs.
$P\left[\widehat{d e f f}>d \mid r e j H_{0}\right]$ was $100 \%$ or close to it almost all the time because $H_{0}$ is only rejected when $\hat{\rho}$ is reasonably large. Also, $H_{0}$ tends to be rejected when there is sufficient data on $\rho$, which occurs when neither $c$ nor $m$ are too small. As a result, the cases when $H_{0}$ is rejected are also the cases when $\widehat{d e f f}$ is large, so that $P\left[\widehat{d e f f}>d \mid r e j H_{0}\right] \approx 1$. This means that applying the cutoff to the design effect has no effect, so that the results are very close or identical to those in Chapter 3.

### 5.2.2 Simulation Study Using Unbalanced Data case

A simulation study was conducted based on unequal PSU sizes to see the effect of using the estimated design effect on the adaptive strategies of estimating the variances of $\hat{\beta}$. Data were generated from model (2.3), with different PSU sizes, $m_{i}$. The values of $\rho$ and $c$ were varied. 1000 samples were generated in each case. The values of $\bar{m}$ were varied to be 3,10 and 25 . For this purpose three cases were used. In case 1, the number of observations was generated to be between 2 and 4 with average equal to 3 observations per PSU. In case 2, this number was varied from 5 to 15 , with average equal to 10 . Finally, in case 3, the average was 25, therefore the number of observations was varied from 15 to 35 . Several cutoff values were used to define
Table 5.5: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.05$ using RLRT in the unbalanced data case with $\rho=0$

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.05 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{gathered} p[\widehat{d e f f} \\ >1.05 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.380 | 1.380 | 1.493 | 1.099 | 8.3 | 8.2 | 7.6 | 10.8 | 19.1 | 100.0 | 19.1 | 2.254 | 2.916 | 2.402 | 4.385 |
| 2 | 10 | 1.391 | 1.391 | 1.460 | 1.018 | 8.9 | 8.9 | 8.1 | 10.2 | 15.9 | 100.0 | 15.9 | 0.938 | 1.512 | 0.966 | 2.332 |
| 2 | 25 | 1.310 | 1.310 | 1.401 | 0.953 | 8.2 | 8.1 | 6.9 | 9.9 | 13.5 | 100.0 | 13.5 | 0.542 | 0.873 | 0.562 | 1.433 |
| 5 | 3 | 1.240 | 1.240 | 1.253 | 1.037 | 8.2 | 7.7 | 7.9 | 10.9 | 27.1 | 100.0 | 27.1 | 1.021 | 1.069 | 1.027 | 1.066 |
| 5 | 10 | 1.213 | 1.213 | 1.217 | 0.972 | 8.2 | 7.7 | 8.2 | 8.9 | 24.8 | 100.0 | 24.8 | 0.526 | 0.567 | 0.527 | 0.568 |
| 5 | 25 | 1.184 | 1.184 | 1.189 | 0.973 | 8.1 | 7.6 | 8.1 | 9.3 | 23.0 | 100.0 | 23.0 | 0.326 | 0.353 | 0.327 | 0.365 |
| 10 | 3 | 1.164 | 1.164 | 1.165 | 1.038 | 8.7 | 8.4 | 8.7 | 10.2 | 25.5 | 100.0 | 25.5 | 0.648 | 0.660 | 0.649 | 0.648 |
| 10 | 10 | 1.129 | 1.129 | 1.129 | 0.973 | 8.4 | 8.0 | 8.4 | 10.1 | 21.3 | 100.0 | 21.3 | 0.354 | 0.363 | 0.354 | 0.354 |
| 10 | 25 | 1.206 | 1.206 | 1.206 | 1.053 | 8.1 | 8.1 | 8.1 | 10.1 | 23.2 | 100.0 | 23.2 | 0.223 | 0.230 | 0.223 | 0.226 |
| 25 | 3 | 1.050 | 1.050 | 1.050 | 1.001 | 10.5 | 10.4 | 10.5 | 10.0 | 15.4 | 100.0 | 15.4 | 0.395 | 0.397 | 0.395 | 0.394 |
| 25 | 10 | 1.126 | 1.126 | 1.126 | 1.058 | 8.6 | 8.5 | 8.6 | 8.5 | 13.0 | 100.0 | 13.0 | 0.215 | 0.216 | 0.215 | 0.215 |
| 25 | 25 | 1.125 | 1.125 | 1.125 | 1.050 | 8.5 | 8.5 | 8.5 | 10.3 | 11.6 | 100.0 | 11.6 | 0.136 | 0.136 | 0.136 | 0.135 |
| 50 | 3 | 0.952 | 0.952 | 0.952 | 0.964 | 11.3 | 11.3 | 11.3 | 10.6 | 11.9 | 100.0 | 11.9 | 0.279 | 0.279 | 0.279 | 0.283 |
| 50 | 10 | 0.936 | 0.936 | 0.936 | 0.991 | 11.4 | 11.3 | 11.4 | 9.8 | 35.8 | 100.0 | 35.8 | 0.162 | 0.163 | 0.162 | 0.169 |
| 50 | 25 | 1.008 | 1.008 | 1.008 | 1.018 | 10.2 | 9.8 | 10.2 | 9.5 | 88.6 | 100.0 | 88.6 | 0.119 | 0.121 | 0.119 | 0.122 |

Table 5.6: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.05$ using RLRT in the unbalanced data case with $\rho=0.025$

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.05 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{gathered} p[\widehat{d e f f} \\ >1.05 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | Confidence <br> Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.343 | 1.343 | 1.454 | 1.109 | 9.3 | 9.2 | 8.2 | 10.1 | 19.7 | 100.0 | 19.7 | 2.339 | 3.044 | 2.502 | 4.625 |
| 2 | 10 | 1.291 | 1.291 | 1.365 | 1.031 | 11.0 | 10.8 | 9.6 | 9.8 | 19.8 | 100.0 | 19.8 | 1.017 | 1.761 | 1.054 | 2.602 |
| 2 | 25 | 1.141 | 1.141 | 1.195 | 0.982 | 15.1 | 14.9 | 13.9 | 8.9 | 27.0 | 100.0 | 27.0 | 0.637 | 1.347 | 0.657 | 1.890 |
| 5 | 3 | 1.220 | 1.220 | 1.233 | 1.046 | 7.8 | 7.4 | 7.7 | 9.1 | 30.9 | 100.0 | 30.9 | 1.048 | 1.103 | 1.055 | 1.109 |
| 5 | 10 | 1.096 | 1.097 | 1.102 | 0.950 | 10.3 | 8.8 | 10.1 | 9.2 | 34.8 | 100.0 | 34.8 | 0.560 | 0.619 | 0.561 | 0.631 |
| 5 | 25 | 1.008 | 1.009 | 1.011 | 0.939 | 13.7 | 11.6 | 13.6 | 10.7 | 49.1 | 100.0 | 49.1 | 0.383 | 0.446 | 0.384 | 0.460 |
| 10 | 3 | 1.137 | 1.137 | 1.138 | 1.037 | 10.1 | 9.8 | 10.1 | 11.5 | 30.1 | 100.0 | 30.1 | 0.665 | 0.678 | 0.665 | 0.671 |
| 10 | 10 | 1.069 | 1.070 | 1.069 | 1.007 | 10.1 | 9.5 | 10.1 | 10.0 | 38.4 | 100.0 | 38.4 | 0.381 | 0.397 | 0.381 | 0.401 |
| 10 | 25 | 1.028 | 1.028 | 1.028 | 1.007 | 12.0 | 10.0 | 12.0 | 10.6 | 61.0 | 100.0 | 61.0 | 0.268 | 0.287 | 0.268 | 0.291 |
| 25 | 3 | 1.011 | 1.011 | 1.011 | 0.991 | 10.2 | 10.2 | 10.2 | 10.3 | 20.4 | 100.0 | 20.4 | 0.404 | 0.406 | 0.404 | 0.409 |
| 25 | 10 | 1.057 | 1.057 | 1.057 | 1.075 | 10.1 | 9.8 | 10.1 | 9.4 | 38.9 | 100.0 | 38.9 | 0.233 | 0.237 | 0.233 | 0.243 |
| 25 | 25 | 0.973 | 0.973 | 0.973 | 0.992 | 12.1 | 11.6 | 12.1 | 10.5 | 71.9 | 100.0 | 71.9 | 0.166 | 0.171 | 0.166 | 0.174 |
| 50 | 3 | 0.952 | 0.952 | 0.952 | 0.964 | 11.3 | 11.3 | 11.3 | 10.6 | 11.9 | 100.0 | 11.9 | 0.279 | 0.279 | 0.279 | 0.283 |
| 50 | 10 | 0.936 | 0.936 | 0.936 | 0.991 | 11.4 | 11.3 | 11.4 | 9.8 | 35.8 | 100.0 | 35.8 | 0.162 | 0.163 | 0.162 | 0.169 |
| 50 | 25 | 1.008 | 1.008 | 1.008 | 1.018 | 10.2 | 9.8 | 10.2 | 9.5 | 88.6 | 100.0 | 88.6 | 0.119 | 0.121 | 0.119 | 0.122 |

Table 5.7: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.5$ using RLRT in the unbalanced data case with $\rho=0$

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.5 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.5 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | Confidence <br> Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.380 | 1.380 | 1.493 | 1.099 | 8.3 | 8.2 | 7.6 | 10.8 | 19.1 | 100.0 | 19.1 | 2.254 | 2.916 | 2.402 | 4.385 |
| 2 | 10 | 1.391 | 1.391 | 1.460 | 1.018 | 8.9 | 8.9 | 8.1 | 10.2 | 15.9 | 100.0 | 15.9 | 0.938 | 1.512 | 0.966 | 2.332 |
| 2 | 25 | 1.310 | 1.310 | 1.401 | 0.953 | 8.2 | 8.1 | 6.9 | 9.9 | 13.5 | 100.0 | 13.5 | 0.542 | 0.873 | 0.562 | 1.433 |
| 5 | 3 | 1.205 | 1.205 | 1.253 | 1.037 | 8.4 | 8.1 | 7.9 | 10.9 | 27.1 | 70.8 | 19.2 | 1.003 | 1.036 | 1.027 | 1.066 |
| 5 | 10 | 1.196 | 1.196 | 1.217 | 0.972 | 8.4 | 8.1 | 8.2 | 8.9 | 24.8 | 82.7 | 20.5 | 0.522 | 0.557 | 0.527 | 0.568 |
| 5 | 25 | 1.166 | 1.166 | 1.189 | 0.973 | 8.3 | 7.8 | 8.1 | 9.3 | 23.0 | 81.7 | 18.8 | 0.324 | 0.346 | 0.327 | 0.365 |
| 10 | 3 | 1.103 | 1.103 | 1.165 | 1.038 | 9.8 | 9.8 | 8.7 | 10.2 | 25.5 | 36.1 | 9.2 | 0.630 | 0.634 | 0.649 | 0.648 |
| 10 | 10 | 1.094 | 1.094 | 1.129 | 0.973 | 8.7 | 8.7 | 8.4 | 10.1 | 21.3 | 60.1 | 12.8 | 0.348 | 0.354 | 0.354 | 0.354 |
| 10 | 25 | 1.175 | 1.175 | 1.206 | 1.053 | 8.3 | 8.3 | 8.1 | 10.1 | 23.2 | 68.1 | 15.8 | 0.220 | 0.225 | 0.223 | 0.226 |
| 25 | 3 | 1.006 | 1.006 | 1.050 | 1.001 | 10.8 | 10.8 | 10.5 | 10.0 | 15.4 | 18.2 | 2.8 | 0.387 | 0.388 | 0.395 | 0.394 |
| 25 | 10 | 1.097 | 1.097 | 1.126 | 1.058 | 9.1 | 9.0 | 8.6 | 8.5 | 13.0 | 45.4 | 5.9 | 0.213 | 0.213 | 0.215 | 0.215 |
| 25 | 25 | 1.099 | 1.099 | 1.125 | 1.050 | 8.6 | 8.6 | 8.5 | 10.3 | 11.6 | 47.4 | 5.5 | 0.134 | 0.134 | 0.136 | 0.135 |
| 50 | 3 | 0.969 | 0.969 | 0.992 | 0.970 | 10.6 | 10.6 | 10.2 | 10.3 | 0.0 | 0.0 | 0.0 | 0.270 | 0.270 | 0.273 | 0.273 |
| 50 | 10 | 1.022 | 1.022 | 1.042 | 1.015 | 9.5 | 9.5 | 9.1 | 9.9 | 6.6 | 22.7 | 1.5 | 0.148 | 0.148 | 0.149 | 0.150 |
| 50 | 25 | 0.996 | 0.996 | 1.027 | 0.990 | 9.8 | 9.8 | 9.5 | 9.7 | 10.9 | 13.8 | 1.5 | 0.093 | 0.093 | 0.095 | 0.094 |

Table 5.8: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.5$ using RLRT in the unbalanced data case with $\rho=0.025$ testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.5$ using RLRT in the unbalanced data case with $\rho=0.025$

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.5 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{aligned} & \hline p[\widehat{d e f f} \\ & >1.5 \& \\ & \text { Rej } \left.H_{0}\right] \end{aligned}$ | Confidence <br> Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.343 | 1.343 | 1.454 | 1.109 | 9.3 | 9.2 | 8.2 | 10.1 | 19.7 | 100.0 | 19.7 | 2.339 | 3.044 | 2.502 | 4.625 |
| 2 | 10 | 1.291 | 1.291 | 1.365 | 1.031 | 11.0 | 10.8 | 9.6 | 9.8 | 19.8 | 100.0 | 19.8 | 1.017 | 1.761 | 1.054 | 2.602 |
| 2 | 25 | 1.141 | 1.141 | 1.195 | 0.982 | 15.1 | 14.9 | 13.9 | 8.9 | 27.0 | 100.0 | 27.0 | 0.637 | 1.347 | 0.657 | 1.890 |
| 5 | 3 | 1.185 | 1.185 | 1.233 | 1.046 | 7.9 | 7.8 | 7.7 | 9.1 | 30.9 | 73.5 | 22.7 | 1.029 | 1.069 | 1.055 | 1.109 |
| 5 | 10 | 1.080 | 1.080 | 1.102 | 0.950 | 10.6 | 9.5 | 10.1 | 9.2 | 34.8 | 86.8 | 30.2 | 0.555 | 0.607 | 0.561 | 0.631 |
| 5 | 25 | 0.997 | 0.997 | 1.011 | 0.939 | 14.3 | 12.6 | 13.6 | 10.7 | 49.1 | 90.4 | 44.4 | 0.381 | 0.438 | 0.384 | 0.460 |
| 10 | 3 | 1.074 | 1.074 | 1.138 | 1.037 | 10.9 | 10.9 | 10.1 | 11.5 | 30.1 | 43.2 | 13.0 | 0.645 | 0.651 | 0.665 | 0.671 |
| 10 | 10 | 1.031 | 1.031 | 1.069 | 1.007 | 11.5 | 11.0 | 10.1 | 10.0 | 38.4 | 69.3 | 26.6 | 0.373 | 0.385 | 0.381 | 0.401 |
| 10 | 25 | 1.006 | 1.006 | 1.028 | 1.007 | 12.6 | 10.9 | 12.0 | 10.6 | 61.0 | 85.4 | 52.1 | 0.264 | 0.281 | 0.268 | 0.291 |
| 25 | 3 | 0.957 | 0.957 | 1.011 | 0.991 | 11.1 | 11.1 | 10.2 | 10.3 | 20.4 | 20.6 | 4.2 | 0.394 | 0.394 | 0.404 | 0.409 |
| 25 | 10 | 0.998 | 0.998 | 1.057 | 1.075 | 10.9 | 10.7 | 10.1 | 9.4 | 38.9 | 55.8 | 21.7 | 0.227 | 0.229 | 0.233 | 0.243 |
| 25 | 25 | 0.937 | 0.937 | 0.973 | 0.992 | 13.1 | 12.8 | 12.1 | 10.5 | 71.9 | 80.0 | 57.5 | 0.162 | 0.166 | 0.166 | 0.174 |
| 50 | 3 | 0.917 | 0.917 | 0.952 | 0.964 | 12.0 | 12.0 | 11.3 | 10.6 | 11.9 | 5.0 | 0.6 | 0.274 | 0.274 | 0.279 | 0.283 |
| 50 | 10 | 0.877 | 0.877 | 0.936 | 0.991 | 13.2 | 13.2 | 11.4 | 9.8 | 35.8 | 46.9 | 16.8 | 0.157 | 0.157 | 0.162 | 0.169 |
| 50 | 25 | 0.953 | 0.953 | 1.008 | 1.018 | 11.4 | 11.0 | 10.2 | 9.5 | 88.6 | 74.7 | 66.2 | 0.115 | 0.117 | 0.119 | 0.122 |


| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{array}{\|c} \hline p[\widehat{d e f f} \\ >1.5 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{array}$ | $\begin{array}{\|l} \hline p[\widehat{d e f f} \\ >1.5 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.343 | 1.343 | 1.454 | 1.109 | 9.3 | 9.2 | 8.2 | 10.1 | 19.7 | 100.0 | 19.7 | 2.339 | 3.044 | 2.502 | 4.625 |
| 2 | 10 | 1.291 | 1.291 | 1.365 | 1.031 | 11.0 | 10.8 | 9.6 | 9.8 | 19.8 | 100.0 | 19.8 | 1.017 | 1.761 | 1.054 | 2.602 |
| 2 | 25 | 1.141 | 1.141 | 1.195 | 0.982 | 15.1 | 14.9 | 13.9 | 8.9 | 27.0 | 100.0 | 27.0 | 0.637 | 1.347 | 0.657 | 1.890 |
| 5 | 3 | 1.185 | 1.185 | 1.233 | 1.046 | 7.9 | 7.8 | 7.7 | 9.1 | 30.9 | 73.5 | 22.7 | 1.029 | 1.069 | 1.055 | 1.109 |
| 5 | 10 | 1.080 | 1.080 | 1.102 | 0.950 | 10.6 | 9.5 | 10.1 | 9.2 | 34.8 | 86.8 | 30.2 | 0.555 | 0.607 | 0.561 | 0.631 |
| 5 | 25 | 0.997 | 0.997 | 1.011 | 0.939 | 14.3 | 12.6 | 13.6 | 10.7 | 49.1 | 90.4 | 44.4 | 0.381 | 0.438 | 0.384 | 0.460 |
| 10 | 3 | 1.074 | 1.074 | 1.138 | 1.037 | 10.9 | 10.9 | 10.1 | 11.5 | 30.1 | 43.2 | 13.0 | 0.645 | 0.651 | 0.665 | 0.671 |
| 10 | 10 | 1.031 | 1.031 | 1.069 | 1.007 | 11.5 | 11.0 | 10.1 | 10.0 | 38.4 | 69.3 | 26.6 | 0.373 | 0.385 | 0.381 | 0.401 |
| 10 | 25 | 1.006 | 1.006 | 1.028 | 1.007 | 12.6 | 10.9 | 12.0 | 10.6 | 61.0 | 85.4 | 52.1 | 0.264 | 0.281 | 0.268 | 0.291 |
| 25 | 3 | 0.957 | 0.957 | 1.011 | 0.991 | 11.1 | 11.1 | 10.2 | 10.3 | 20.4 | 20.6 | 4.2 | 0.394 | 0.394 | 0.404 | 0.409 |
| 25 | 10 | 0.998 | 0.998 | 1.057 | 1.075 | 10.9 | 10.7 | 10.1 | 9.4 | 38.9 | 55.8 | 21.7 | 0.227 | 0.229 | 0.233 | 0.243 |
| 25 | 25 | 0.937 | 0.937 | 0.973 | 0.992 | 13.1 | 12.8 | 12.1 | 10.5 | 71.9 | 80.0 | 57.5 | 0.162 | 0.166 | 0.166 | 0.174 |
| 50 | 3 | 0.917 | 0.917 | 0.952 | 0.964 | 12.0 | 12.0 | 11.3 | 10.6 | 11.9 | 5.0 | 0.6 | 0.274 | 0.274 | 0.279 | 0.283 |
| 50 | 10 | 0.877 | 0.877 | 0.936 | 0.991 | 13.2 | 13.2 | 11.4 | 9.8 | 35.8 | 46.9 | 16.8 | 0.157 | 0.157 | 0.162 | 0.169 |
| 50 | 25 | 0.953 | 0.953 | 1.008 | 1.018 | 11.4 | 11.0 | 10.2 | 9.5 | 88.6 | 74.7 | 66.2 | 0.115 | 0.117 | 0.119 | 0.122 | Lع9.0 L99.0 LO9.0 gac. | 44.4 | 0.381 | 0.438 | 0.384 | 0.460 |
| :--- | :--- | :--- | :--- | :--- |











| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{array}{\|c} \hline p[\widehat{d e f f} \\ >1.5 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{array}$ | $\begin{array}{\|l} \hline p[\widehat{d e f f} \\ >1.5 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.343 | 1.343 | 1.454 | 1.109 | 9.3 | 9.2 | 8.2 | 10.1 | 19.7 | 100.0 | 19.7 | 2.339 | 3.044 | 2.502 | 4.625 |
| 2 | 10 | 1.291 | 1.291 | 1.365 | 1.031 | 11.0 | 10.8 | 9.6 | 9.8 | 19.8 | 100.0 | 19.8 | 1.017 | 1.761 | 1.054 | 2.602 |
| 2 | 25 | 1.141 | 1.141 | 1.195 | 0.982 | 15.1 | 14.9 | 13.9 | 8.9 | 27.0 | 100.0 | 27.0 | 0.637 | 1.347 | 0.657 | 1.890 |
| 5 | 3 | 1.185 | 1.185 | 1.233 | 1.046 | 7.9 | 7.8 | 7.7 | 9.1 | 30.9 | 73.5 | 22.7 | 1.029 | 1.069 | 1.055 | 1.109 |
| 5 | 10 | 1.080 | 1.080 | 1.102 | 0.950 | 10.6 | 9.5 | 10.1 | 9.2 | 34.8 | 86.8 | 30.2 | 0.555 | 0.607 | 0.561 | 0.631 |
| 5 | 25 | 0.997 | 0.997 | 1.011 | 0.939 | 14.3 | 12.6 | 13.6 | 10.7 | 49.1 | 90.4 | 44.4 | 0.381 | 0.438 | 0.384 | 0.460 |
| 10 | 3 | 1.074 | 1.074 | 1.138 | 1.037 | 10.9 | 10.9 | 10.1 | 11.5 | 30.1 | 43.2 | 13.0 | 0.645 | 0.651 | 0.665 | 0.671 |
| 10 | 10 | 1.031 | 1.031 | 1.069 | 1.007 | 11.5 | 11.0 | 10.1 | 10.0 | 38.4 | 69.3 | 26.6 | 0.373 | 0.385 | 0.381 | 0.401 |
| 10 | 25 | 1.006 | 1.006 | 1.028 | 1.007 | 12.6 | 10.9 | 12.0 | 10.6 | 61.0 | 85.4 | 52.1 | 0.264 | 0.281 | 0.268 | 0.291 |
| 25 | 3 | 0.957 | 0.957 | 1.011 | 0.991 | 11.1 | 11.1 | 10.2 | 10.3 | 20.4 | 20.6 | 4.2 | 0.394 | 0.394 | 0.404 | 0.409 |
| 25 | 10 | 0.998 | 0.998 | 1.057 | 1.075 | 10.9 | 10.7 | 10.1 | 9.4 | 38.9 | 55.8 | 21.7 | 0.227 | 0.229 | 0.233 | 0.243 |
| 25 | 25 | 0.937 | 0.937 | 0.973 | 0.992 | 13.1 | 12.8 | 12.1 | 10.5 | 71.9 | 80.0 | 57.5 | 0.162 | 0.166 | 0.166 | 0.174 |
| 50 | 3 | 0.917 | 0.917 | 0.952 | 0.964 | 12.0 | 12.0 | 11.3 | 10.6 | 11.9 | 5.0 | 0.6 | 0.274 | 0.274 | 0.279 | 0.283 |
| 50 | 10 | 0.877 | 0.877 | 0.936 | 0.991 | 13.2 | 13.2 | 11.4 | 9.8 | 35.8 | 46.9 | 16.8 | 0.157 | 0.157 | 0.162 | 0.169 |
| 50 | 25 | 0.953 | 0.953 | 1.008 | 1.018 | 11.4 | 11.0 | 10.2 | 9.5 | 88.6 | 74.7 | 66.2 | 0.115 | 0.117 | 0.119 | 0.122 |
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the adaptive strategies as well as in the balanced data case, where $d$ takes the values of $1.05,1.1,1.2$ and 1.5 . The results related to values of $d$ of 1.1 and 1.2 are shown in Appendix D.

Tables 5.5-5.8 show the results of the simulation study for the unbalanced data case with two cutoff values, $d=1.05$ and 1.5. They show the ratio of the mean estimated variance of $\hat{\beta}$ using the four strategies of estimation (ADM, ADH, LMM and Huber) with a range of values of $\rho$ of 0 and 0.025 for both cutoff values. Similar to what was done in Chapter 3, in all tables we used $\beta=0$ and significance level $\alpha=0.1$ for testing $\sigma_{b}^{2}=0$ and comparing the estimated design effect $\widehat{d e f f}$ to a cutoff value $d$. The tables show the noncoverage rates of $90 \%$ confidence intervals for $\beta$ as well as the average lengths of these confidence intervals. The proportion of samples where $H_{0}: \sigma_{b}^{2}=0$ is rejected, $H_{0}: \sigma_{b}^{2}=0$ is rejected and at the same time $\widehat{d e f f} \geq d$ and the proportion of samples where $\widehat{d e f f} \geq d$ given that $H_{0}: \sigma_{b}^{2}=0$ is rejected are also shown.

Tables 5.5 and 5.6 show the results for the cutoff value $d=1.05$ with both values of $\rho$. They show that $p\left[\widehat{\operatorname{deff}} \geq d \mid \operatorname{Rej} \mathrm{H}_{0}\right]$ was $100 \%$ for all designs. They showed that the variance ratios, non-coverage rates and average lengths of $90 \%$ confidence intervals were perfectly identical to the variance ratios, non-coverage rates and average lengths of $90 \%$ confidence intervals in Chapter 3.

Tables 5.7 and 5.8 show the results for the cutoff value $d=1.5$ with both values of $\rho$. They showed that all simulation results were identical to simulation results in Chapter 3 in designs with $c=2$ with all values of $\bar{m}$ and for both values of $\rho$. When $c \geq 5, p\left[\widehat{d e f f} \geq d \mid \operatorname{Rej} \mathrm{H}_{0}\right]$ was less than $100 \%$. Hence the adaptive variance estimators were smaller than the adaptive variance estimators in Chapter 3. They were less biased in designs with $c=5$ and 10 with $\bar{m} \leq 10$ and 25 , respectively. The adaptive non-coverage rates were close to the nominal rate as in Chapter 3 when $\rho=0$. The ADM non-coverage rates were close to the nominal rate when $\rho=0.025$, except in designs with $c=5,10$ and 25 with $\bar{m}=25$ and designs with $c=50$ with $\bar{m} \leq 10$. The ADH non-coverage rates were close to the nominal rate when $\rho=0.025$, except in designs with $c=5$ and 25 with $\bar{m}=25$ and in designs with $c=50$ with $\bar{m} \leq 10$. In these designs there was no relevant difference in the average lengths of the $90 \%$ adaptive confidence intervals from the average lengths of the $90 \%$ adaptive confidence intervals in Chapter 3.

### 5.3 Conclusions

The variance ratios, non-coverage rates and average lengths of $90 \%$ confidence intervals were perfectly identical to the variance ratios, non-coverage rates and average lengths of $90 \%$ confidence intervals in Chapter 3 in all designs when the cutoff value $d=1.05$, because $p\left[\widehat{d e f f} \geq d \mid\right.$ Rej $\left.\mathrm{H}_{0}\right]=1$ in all of these
designs. When the cutoff value $d=1.5$, the variance ratios, non-coverage rates and average lengths of $90 \%$ confidence intervals were perfectly identical in balance designs with $c \leq 10$ and unbalanced designs with $c=2$.

In the unbalanced designs, the adaptive variance estimators were less biased than the adaptive variance estimators in Chapter 3 in designs with $c=5$ and $\bar{m} \leq 10$ and designs with $c=10$ and $\bar{m}=25$. For $\rho=0.025$, the adaptive non-coverage rates were closer to the nominal rate than in Chapter 3 when $c=5,10$ and 25 with $\bar{m}=25$ and when $c=50$ with $\bar{m} \leq 10$. Lengths of adaptive confidence intervals were relatively similar to lengths of adaptive confidence intervals in Chapter 3.

For balanced sampling, including a cutoff of 1.05 or 1.5 for the estimated $\operatorname{deff}$ has no effect on adaptive strategies. Larger values for the cutoff may be worth evaluating in future research, but it seems unlikely that the approach will give useful benefits. When there are unequal sample sizes, there is a small benefit in including a cutoff of 1.5 for the estimated $\operatorname{deff}$, perhaps because the restricted likelihood ratio test has a high type-I error rate for unbalanced data.

## Chapter 6

## Adaptive Design Using a Pilot Survey

### 6.1 Introduction

A pilot survey is a small survey conducted prior to a survey, in order to trial the operations, instrument design and possibly sample design for the main survey (Stopher and Metcalf, 1996, Chapter 4).

Pilot surveys are an important step in running a successful survey (Teijlingen and Hundley, 2002). They can save time and money by giving advance warning about the points where the main survey could fail (Teijlingen and Hundley, 2002). They should provide enough data for the researcher or survey manager to decide whether to continue with the main survey. They reduce the number of unexpected problems because there is an opportunity to redesign the main survey to be conducted according to the results revealed by the pilot survey (Skinner et al., 2007).

The number of units to select from each PSU is an important decision that has to be made in developing the design of a two-stage survey. A common approach is to assume a simple cost model such as (1.3). For twostage sampling designs, assuming equal sample sizes from each PSU and simple random sampling at both stages, the optimal choice of number of observations per PSU is $m_{\text {opt }}=\sqrt{\frac{C_{1}}{C_{2}} \frac{1-\rho}{\rho}}$ (Hansen et al., 1953, p.286) where $\rho$ is the intraclass correlation and $C_{1}$ and $C_{2}$ are the parameters of the cost model (1.3).

To develop the design, a value of $\rho$ has to be assumed or estimated. One way to do this is to conduct a pilot survey. However, estimates of $\rho$ are often quite small, for example 0.01 or 0.02 in human studies (Killip et al., 2004). When $\rho$ is small even small changes to the assumed value can affect $m_{\text {opt }}$. The intraclass correlation is often quite small. It is 1 when there is perfect homogeneity within PSU. It can be negative when there is extreme heterogeneity within PSUs with smallest possible value of $\rho$ equal to $-1 /(M-1)$ (Hansen et al., 1953, p.260). When PSUs are geographic areas and final units are households in these areas, it is generally less than 0.1 (Verma et al., 1980). It is typically between 0 and 0.2 , when PSUs are households and final units are people in households (Clark and Steel, 2002). Small values will lead to a large within PSU sample size (Steel and Clark, 2006). When the true $\rho$ is small, the estimated $\hat{\rho}$ in multilevel analysis is
often equal to 0 (Muthén and Satorra, 1995). Estimates of $\hat{\rho}$ calculated from a pilot survey would often be highly variable, given the small sample usually selected for pilot surveys.

In this chapter, it is assumed that the intraclass correlation is estimated from pilot survey data. It is then used to estimate the optimal sample PSU size based on minimizing the variance of the sample mean subject for fixed total cost.

Figure 6.1: Histograms of $\hat{\rho}$ from 1000 simulations when $\rho=0.025$


Figure 6.1 shows how variable $\hat{\rho}$ can be for typical pilot sample sizes. The distributions of $\hat{\rho}$ are shown for different numbers of sample PSUs, $c_{p}$, and
units per sample PSU, $m_{p}$, based on 1000 simulated data sets from model (2.3) with no covariates and $\rho=0.025$. The Figure shows that $\hat{\rho}$ is zero more than $70 \%$ of the time and even when nonzero is often much smaller than 0.025 .

When $\hat{\rho}$ equals to zero, Equation (1.4) for $m_{\text {opt }}$ cannot be applied. In this case, the optimal design involves setting $m$ to the largest possible value, i.e. the PSU population size, $M$. The resulted number is truncated to be at least 2 to be able to estimate the intraclass correlation, and used as the number of PSU observations to design the main survey. In this case we can obtain the intraclass correlation. Even when $\hat{\rho}$ is positive, it may be very small, leading to large values of $m$. To avoid very large values of $m$ in the main survey, truncation based on a maximum cutoff value $A$ will be evaluated. The PSU sample size for the main study will therefore be

$$
\begin{equation*}
m_{\operatorname{main}}=\min \left(\max \left(\sqrt{\frac{C_{1}}{C_{2}} \frac{1-\rho}{\rho}}, 2\right), A\right) \tag{6.1}
\end{equation*}
$$

It will be assumed that the objective of the main survey is to estimate a regression coefficient $\beta$. Simulations to evaluate the procedures will be based on an intercept-only model, (2.3). Figure 6.2 shows the procedure of the pilot survey performed in this chapter.

## Example

The following example shows the effect of small value of $\hat{\rho}$ on the optimal

PSU sample size $\left(m_{\text {opt }}\right)$. It also shows the effect of the estimated intraclass correlation and the PSU sample size on the design effect.


Figure 6.2: Flowchart explaining the adaptive procedures based on a pilot survey

Assume that the total cost, $C_{f}$ is 5000 , the cost of including an extra element in the sample, $C_{2}$, is 1 and the average cost of including an extra

### 6.1. INTRODUCTION

PSU in the sample, $C_{1}$, is $0.5,2$ or 10 .

Table 6.1: The effect of estimated intraclass correlation, $\hat{\rho}$ on the optimal number of PSUs, optimal number of observations per PSU and on the design effect, where $\operatorname{deff}=1+\hat{\rho}(m-1)$, based on $\rho=0.025$, a budget of $C_{f}=5000$ and different values of the cost of including a new PSU in the sample, $C_{1}$, of $0.5,2$ and 10.

| Est ICC | $C_{1}=0.5$ |  |  | $C_{1}=2$ |  |  | $C_{1}=10$ |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\hat{\rho}$ | $m_{\text {opt }}$ | $c_{\text {opt }}$ | $d e f f$ | $m_{\text {opt }}$ | $c_{\text {opt }}$ | $d e f f$ | $m_{\text {opt }}$ | $c_{\text {opt }}$ | $d e f f$ |
| 0.045 | 3 | 1429 | 1.05 | 7 | 667 | 1.15 | 15 | 323 | 1.35 |
| 0.025 | 4 | 1111 | 1.08 | 9 | 526 | 1.20 | 20 | 244 | 1.48 |
| 0.01 | 7 | 667 | 1.15 | 14 | 345 | 1.33 | 31 | 159 | 1.75 |
| 0.005 | 10 | 476 | 1.23 | 20 | 244 | 1.48 | 45 | 110 | 2.10 |
| 0.001 | 22 | 222 | 1.53 | 45 | 110 | 2.10 | 100 | 50 | 3.48 |
| 0.0005 | 32 | 154 | 1.78 | 63 | 79 | 2.55 | 141 | 35 | 4.50 |
| 0.0001 | 71 | 70 | 2.75 | 141 | 35 | 4.50 | 316 | 16 | 8.88 |
| 0.00005 | 100 | 50 | 3.48 | 200 | 25 | 5.98 | 447 | 11 | 12.15 |
| 0.00001 | 224 | 22 | 6.58 | 447 | 11 | 12.15 | 1000 | 5 | 25.98 |
| 0.000005 | 316 | 16 | 8.88 | 632 | 8 | 16.78 | 1414 | 4 | 36.33 |
| 0.000001 | 707 | 7 | 18.65 | 1414 | 4 | 36.33 | 3162 | 2 | 80.03 |

Table 6.1 shows that as $\hat{\rho}$ approaches zero, $m_{\text {opt }}$ becomes very large, whereas the number of PSUs $c_{\text {opt }}$ decreases. The value of $m_{\text {opt }}$ is also larger when the cost of including a new PSU increases. The design effect, calculated from Equation (1.1), with $\rho$ of 0.025 is also very large as $\hat{\rho}$ approaches zero. This demonstrates how small values of $\hat{\rho}$, which can easily occur when $\rho=0.025$, can lead to a very inefficient design.

This chapter is divided into 4 sections. In Section 6.2 a review of Brooks (1955) is given. Section 6.3 describes a simulation study conducted to evaluate the adaptive design based on a pilot, and to evaluate different settings for $A, c_{p}$ and $m_{p}$. The parameters $\rho, C_{1}$ and $C_{2}$ were also varied. It discusses the best choice for $A$ given $\rho, C_{1}$ and $C_{2}$ in order to minimize $\operatorname{var}(\hat{\beta})$. In practice, however, $\rho$ would not be known. Also, $\operatorname{var}(\hat{\beta})$ is not the ideal measure for choosing $m_{p}$ and $c_{p}$, because it does not reflect the cost of increasing $m_{p}$ and $c_{p}$. Section 6.4 introduces the "cost-adjusted design effect" to compare the adaptive strategy where a pilot is conducted and used to design the main survey, to the strategy of conducting a simple random sampling (SRS) with no pilot, with same total cost.

### 6.2 Review of Brooks (1955)

Brooks (1955) described a very similar problem to the one covered by this chapter. He used the model

$$
\begin{equation*}
y_{i j}=\bar{Y}_{. .}+b_{i}+e_{i j}, \quad i=1, \ldots, c, j=1, \ldots, m, \tag{6.2}
\end{equation*}
$$

where $\bar{Y}_{. .}$is the population mean.
Fixing the two-stage sample cost model (1.3) and minimizing the variance of the sample estimate, he derived the optimal PSU sample size to be

$$
\begin{equation*}
m_{o p t}=\sqrt{\frac{C_{1}}{C_{2}}} \frac{\sigma_{e}}{\sigma_{b}} \tag{6.3}
\end{equation*}
$$

$m_{\text {opt }}$ could be estimated using a pilot sample to be

$$
\begin{equation*}
\hat{m}_{o p t}=\sqrt{\frac{C_{1}}{C_{2}}} \hat{\sigma}_{e} . \tag{6.4}
\end{equation*}
$$

But this estimate does not yield a fundamental value of $\hat{m}_{\text {opt }}$, therefore an integer $k$ can be used such that

$$
\begin{equation*}
k(k-1) \leq \hat{m}_{o p t}^{2} \leq k(k+1) \tag{6.5}
\end{equation*}
$$

$k=\infty$ is indicated whenever the variance ratio $\hat{\sigma}_{b}^{2} / \hat{\sigma}_{e}^{2} \leq 1$, this means that every sampled PSU will have all of its elements enumerated.

Brooks (1955) assumed the same cost ratios for the pilot and the main samples. He varied the cost ratio $C_{1} / C_{2}$ and the ratio of the within- and between-PSU variance components, $\sigma_{e}^{2} / \sigma_{b}^{2}$, over ranges of values. Table 6.2 shows part of Brooks' table I which was based on the pilot sample designs corresponding to the value of $M=\infty$. He used different cost ratios of 0.01 , 2 and 8 and variance components ratios of $0.25,1,2,8,16,32$ and 64 .

In this chapter we used the procedure of truncation the value of $m$ if it is greater than a cutoff value, $A$. It also will be truncated below to be greater than or equal to 2. Whereas Brooks (1955) considered a use of $\hat{m}_{\text {opt }}=1$ in some cases, but this case is not considered in our work in this chapter as in this case we cannot estimate the intraclass correlation.

Brooks (1955) obtained approximate results, using an approximation which ignored the possibility of $\hat{\sigma}_{b}^{2} / \hat{\sigma}_{e}^{2} \leq 1$. This was necessary given the

Table 6.2: Pilot sampling designs using cost ratio $C_{1} / C_{2}$ and variance components ratio $\sigma_{e}^{2} / \sigma_{b}^{2}$

| $C_{1} / C_{2}$ | 0.01 |  |  | 2 |  | 8 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\sigma_{e}^{2} / \sigma_{b}^{2}$ | $c_{p}$ | $m_{p}$ | $c_{p}$ | $m_{p}$ | $c_{p}$ | $m_{p}$ |  |
| 0.25 | 5 | 3 | 5 | 3 | 4 | 4 |  |
| 1 | 7 | 3 | 6 | 4 | 5 | 6 |  |
| 2 | 8 | 5 | 7 | 7 | 6 | 9 |  |
| 4 | 9 | 9 | 8 | 11 | 7 | 14 |  |
| 8 | 10 | 14 | 10 | 15 | 9 | 18 |  |
| 16 | 10 | 25 | 10 | 27 | 10 | 28 |  |
| 32 | 10 | 46 | 10 | 47 | 10 | 49 |  |
| 64 | 10 | 92 | 10 | 93 | 10 | 100 |  |

computing technology available in 1955, but it means that Brooks' results could be substantially in error. In contrast, we obtained results by simulation, so no such approximation was necessary in our case.

### 6.3 Simulation Study

A simulation study was conducted based on model (2.3). Different numbers of pilot PSUs $\left(c_{p}\right)$ with equal within-PSU sample sizes $\left(m_{p}\right)$ will be used. The cost of including a new PSU in the sample $\left(C_{1}\right)$ was varied. The average cost of including an extra element in the sample $\left(C_{2}\right)$ was fixed at 1.

The variance of $\hat{\beta}$ from the main survey was evaluated by calculating the
variance over all 1000 estimated values of $\beta$.
The number of pilot sample PSUs $\left(c_{p}\right)$ was varied over a range of values of $2,5,10$ and 25 . The number of units per $\operatorname{PSU}\left(m_{p}\right)$ was varied over a range of values of $2,5,10,15,25$ and 50 . A range of values of the cutoff $A$ of $10,20,30,40,50$ and 100 was evaluated.

The cost of including a new PSU in the sample $\left(C_{1}\right)$ was varied over a range of values of $0.5,2$ and 10 .

The value of $\rho$ was estimated using Equation (2.7), using the estimated PSU-level variance components extracted from the random effects variances matrix (REmat) appeared in the summary of the $\operatorname{lmer}()$ function in the lme 4 package in R (R Development Core Team, 2007).

Table 6.3 shows the simulation results for $\rho=0$ and $\rho=0.05$ with $C_{1}=10$ and various numbers of pilot PSUs, $c_{p}$, and numbers of observations per PSU, $m_{p}$. The true variance of $\hat{\beta}\left(\times 10^{3}\right)$ is calculated over the 1000 simulations.

## Choice of $A$

For $\rho=0$, the minimum variance of $\hat{\beta}$ occurred at $A=100$ for almost all the values of $c_{p}$ and $m_{p}$ with a few exceptions. The first exception appeared when $c_{p}$ was small ( 10 or less) with $m_{p}=2$, in this case the variance was minimized at $A=40$. The other exception appeared at $m_{p}=c_{p}=25$, where in this case the minimum variance occurred at $A=50$ because true $m_{\text {opt }}=\infty$.

When $\rho=0.05$, the best $A$ was much lower at either 10 or 20 when there
Table 6.3: Variance of $\hat{\beta},\left(\times 10^{3}\right)$, calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{f}=5000, C_{1}=10$ and $C_{2}=1 . \rho=0$ and 0.05 )

| Pilot |  | Variance of $(\hat{\beta}),\left(\times 10^{3}\right)$, for $\rho=0$ |  |  |  |  |  | Variance of $(\hat{\beta}),\left(\times 10^{3}\right)$, for $\rho=0.05$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PSUs | Obs | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  |
| $c_{p}$ | $m_{p}$ | 10 | 20 | 30 | 40 | 50 | 100 | 10 | 20 | 30 | 40 | 50 | 100 |
| 2 | 2 | 0.594 | 0.582 | 0.528 | 0.512 | 0.520 | 0.536 | 0.829 | 0.751 | 0.881 | 0.887 | 0.864 | 1.245 |
| 2 | 5 | 0.485 | 0.395 | 0.351 | 0.348 | 0.367 | 0.330 | 0.687 | 0.659 | 0.740 | 0.797 | 0.885 | 1.320 |
| 2 | 10 | 0.436 | 0.385 | 0.330 | 0.327 | 0.342 | 0.307 | 0.619 | 0.688 | 0.726 | 0.713 | 0.785 | 1.188 |
| 2 | 15 | 0.422 | 0.335 | 0.297 | 0.294 | 0.297 | 0.293 | 0.623 | 0.629 | 0.667 | 0.706 | 0.787 | 1.191 |
| 2 | 25 | 0.406 | 0.345 | 0.309 | 0.300 | 0.273 | 0.259 | 0.628 | 0.659 | 0.672 | 0.731 | 0.785 | 1.013 |
| 2 | 50 | 0.402 | 0.323 | 0.276 | 0.267 | 0.260 | 0.249 | 0.637 | 0.648 | 0.667 | 0.728 | 0.800 | 0.990 |
| 5 | 2 | 0.514 | 0.486 | 0.516 | 0.441 | 0.476 | 0.430 | 0.710 | 0.794 | 0.783 | 0.820 | 0.879 | 1.006 |
| 5 | 5 | 0.438 | 0.378 | 0.325 | 0.341 | 0.310 | 0.302 | 0.661 | 0.642 | 0.723 | 0.791 | 0.857 | 1.206 |
| 5 | 10 | 0.427 | 0.337 | 0.303 | 0.298 | 0.286 | 0.274 | 0.648 | 0.648 | 0.670 | 0.716 | 0.782 | 1.053 |
| 5 | 15 | 0.440 | 0.294 | 0.315 | 0.286 | 0.274 | 0.253 | 0.627 | 0.621 | 0.676 | 0.642 | 0.731 | 0.951 |
| 5 | 25 | 0.408 | 0.314 | 0.293 | 0.283 | 0.264 | 0.262 | 0.582 | 0.617 | 0.662 | 0.690 | 0.715 | 0.891 |
| 5 | 50 | 0.410 | 0.302 | 0.269 | 0.269 | 0.265 | 0.248 | 0.602 | 0.605 | 0.660 | 0.696 | 0.665 | 0.784 |
| 10 | 2 | 0.501 | 0.434 | 0.474 | 0.396 | 0.402 | 0.418 | 0.731 | 0.720 | 0.753 | 0.801 | 0.813 | 1.000 |
| 10 | 5 | 0.431 | 0.340 | 0.337 | 0.313 | 0.286 | 0.285 | 0.658 | 0.621 | 0.679 | 0.778 | 0.819 | 1.096 |
| 10 | 10 | 0.414 | 0.308 | 0.303 | 0.281 | 0.258 | 0.248 | 0.628 | 0.612 | 0.667 | 0.717 | 0.743 | 0.951 |
| 10 | 15 | 0.416 | 0.301 | 0.291 | 0.278 | 0.277 | 0.260 | 0.648 | 0.635 | 0.623 | 0.647 | 0.708 | 0.884 |
| 10 | 25 | 0.421 | 0.299 | 0.281 | 0.270 | 0.260 | 0.237 | 0.644 | 0.591 | 0.618 | 0.661 | 0.661 | 0.868 |
| 10 | 50 | 0.408 | 0.317 | 0.265 | 0.253 | 0.246 | 0.234 | 0.664 | 0.633 | 0.607 | 0.636 | 0.614 | 0.690 |
| 25 | 2 | 0.463 | 0.382 | 0.375 | 0.365 | 0.349 | 0.345 | 0.662 | 0.681 | 0.724 | 0.686 | 0.838 | 1.045 |
| 25 | 5 | 0.413 | 0.333 | 0.295 | 0.277 | 0.265 | 0.259 | 0.613 | 0.605 | 0.609 | 0.719 | 0.757 | 1.074 |
| 25 | 10 | 0.393 | 0.324 | 0.283 | 0.275 | 0.263 | 0.246 | 0.616 | 0.624 | 0.586 | 0.677 | 0.698 | 0.950 |
| 25 | 15 | 0.393 | 0.311 | 0.290 | 0.254 | 0.254 | 0.245 | 0.635 | 0.635 | 0.612 | 0.688 | 0.677 | 0.706 |
| 25 | 25 | 0.402 | 0.287 | 0.281 | 0.273 | 0.246 | 0.253 | 0.651 | 0.594 | 0.608 | 0.632 | 0.610 | 0.633 |
| 25 | 50 | 0.422 | 0.334 | 0.280 | 0.265 | 0.252 | 0.242 | 0.626 | 0.594 | 0.594 | 0.570 | 0.570 | 0.570 |

Figure 6.3: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=10$ and $C_{2}=1, \rho=0$ )


| $\cdots \cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots \cdots$ | $\mathrm{mp}=5$ |
| $\cdots-\mathrm{mp}^{-}$ | $\mathrm{mp}=10$ |
| $\cdots$ | $\mathrm{mp}=15$ |
| $\cdots$ | $\mathrm{mp}=25$ |
| $\cdots$ | $\mathrm{mp}=50$ |

Figure 6.4: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey $\left(C_{1}=10\right.$ and $C_{2}=1$, $\rho=0.05$ )
$\mathrm{cp}=2$

$\mathrm{cp}=10$

$c p=5$
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| $\cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots \bullet$ | $\mathrm{mp}=15$ |
| $\cdots$ | $\mathrm{mp}=25$ |
| $\longrightarrow$ | $\mathrm{mp}=50$ |

were small number of sample PSUs (5 or less) and 20 or 30 when there were large number of sample PSUs (10 or more). Table 6.4 shows the optimal $A$ for each $m_{p}$ and $c_{p}$.

Figures 6.3 and 6.4 show the plots of the variance of $\hat{\beta}$ versus the cutoff $A$, for all values of $c_{p}$ and $m_{p}$ with $C_{2}=1, C_{1}=10$ and $\rho=0$ and 0.05 .

Choosing $m_{p}$ and $c_{p}$
For $\rho=0$ and $A=10$, the minimum variance of $\hat{\beta}$ occurred when $m_{p}=50$ for $c_{p} \leq 10$ and when $m_{p}=25$ for $c_{p}=25$. For $A=20$ the minimum variance of $\hat{\beta}$ occurred at $m_{p}=50$ for $c_{p} \leq 5$ and at $m_{p}=25$ for $c_{p} \geq 10$. For $A=30$ and 100 , the minimum variance of $\hat{\beta}$ occurred at $m_{p}=50$ for all values of $c_{p}$. For $A=40$, the minimum variance of $\hat{\beta}$ occurred at $m_{p}=50$ for $c_{p} \leq 10$ and at $m_{p}=15$ for $c_{p}=25$. For $A=50$, the minimum variance of $\hat{\beta}$ occurred when $m_{p}=25$ for $c_{p}=5$ and when $m_{p}=50$ for other values of $c_{p}$.

For $\rho=0.05$ and $A=10$, the minimum variance of $\hat{\beta}$ occurred at $m_{p}=10$ when $c_{p}=2$ and 10 , at $m_{p}=25$ when $c_{p}=5$ and at $m_{p}=5$ when $c_{p}=25$. For $A=20$, the minimum variance of $\hat{\beta}$ occurred at $m_{p}=15$ when $c_{p}=2$, at $m_{p}=50$ when $c_{p}=5$, at $m_{p}=25$ when $c_{p}=10$ and at $m_{p} \geq 25$ when $c_{p}=25 . A=30$ gives minimum variance of $\hat{\beta}$ at $m_{p}=15$ and 50 when $c_{p}=2$, at $m_{p}=50$ when $c_{p}=5$ and 10 and at $m_{p}=15$ when $c_{p}=25 . A=40$ gives minimum variance of $\hat{\beta}$ occurred at $m_{p}=10$ when $c_{p} \leq 5$ and at $m_{p}=50$ when $c_{p} \geq 10$. For $A=40$, the minimum variance of $\hat{\beta}$ occurred at $m_{p}=10$ and 25 when $c_{p}=2$ and at $m_{p}=50$

Table 6.4: Optimal $A$ when $\rho=0.05$ for various $m_{p}$ and $c_{p}$

| $m_{p}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
|  |  | 2 | 5 | 10 | 15 | 25 | 50 |
| $c_{p}$ |  |  |  |  |  |  |  |
|  | 2 | 20 | 20 | 10 | 10 | 10 | 10 |
|  | 5 | 10 | 20 | 10 | 20 | 10 | 10 |
|  | 10 | 20 | 20 | 20 | 30 | 20 | 30 |
|  | 25 | 10 | 20 | 30 | 30 | 20 | 40 |

for other values of $c_{p}$. For $A=100$, the minimum variance of $\hat{\beta}$ occurred at $m_{p}=50$ for all values of $c_{p}$.

### 6.4 Analysis of Simulation Results Using a Cost-Adjusted Design Effect

The discussion in the previous section was not enough to guide choice of pilot sample size, because the costs attached to a bigger pilot sample were not considered. In this section we will look at the total cost of the pilot and the main survey, and the variance of $\hat{\beta}$ from the main survey. We are comparing our strategy where a pilot is conducted and used to design the main survey, to the strategy of conducting a simple random sampling (SRS) with no pilot, with same total cost. For this purpose we defined the "costadjusted design effect" ${ }^{1}$, $c d e f f$, to be the ratio of the variance of an estimator under a complex design, to the variance of an estimator under simple random

[^0]sampling with the same cost (or expected cost), according to a cost model. That is
\[

$$
\begin{equation*}
c d e f f=\frac{V}{V_{s r s}} . \tag{6.6}
\end{equation*}
$$

\]

The difference between the $c d e f f$ and the usual design effect is that: in the usual design effect the denominator is the variance from a SRS with the same sample size, whereas in the cdeff the denominator is the variance from a SRS with the same cost. The $c d e f f$ is useful for comparing the efficiency of designs with different costs.

Under the linear mixed model, the variance of the sample mean for a balanced two-stage design is given by

$$
\begin{equation*}
V=\frac{\sigma_{b}^{2}}{c}+\frac{\sigma_{e}^{2}}{n} . \tag{6.7}
\end{equation*}
$$

The variance of the sample mean under a simple random sample is given by

$$
\begin{equation*}
V_{s r s}=\frac{\sigma_{b}^{2}}{n_{s r s}}+\frac{\sigma_{e}^{2}}{n_{s r s}}, \tag{6.8}
\end{equation*}
$$

because under simple random sampling, the number of PSUs (c) approximately equals the sample size $(n)$, because provided the sampling fraction is small, 1 unit will be selected from each selected PSU in almost all cases.

Now suppose the cost under simple random sampling, $C_{s r s}=n_{s r s} C_{1}+$ $n_{\text {srs }} C_{2}$, to be equal to the cost of the two-stage design, including the ... test

$$
C_{\text {tot }}=\left(c_{\text {main }}+c_{p}\right) C_{1}+\left(n_{\text {main }}+n_{p}\right) C_{2} .
$$

Therefore, the simple random sample size can be calculated to be

$$
\begin{equation*}
n_{s r s}=\frac{C_{t o t}}{C_{1}+C_{2}} . \tag{6.9}
\end{equation*}
$$

Therefore, cdeff becomes

$$
\begin{align*}
c d e f f & =\frac{V}{\frac{\sigma_{b}^{2}}{n_{s r s}}+\frac{\sigma_{e}^{2}}{n_{s r s}}}=n_{s r s}\left(\frac{V}{\sigma_{b}^{2}+\sigma_{e}^{2}}\right) \\
& =\left(\frac{C_{t o t}}{C_{1}+C_{2}}\right)\left(\frac{V}{\sigma_{b}^{2}+\sigma_{e}^{2}}\right)  \tag{6.10}\\
& =\left(\frac{1}{C_{1}+C_{2}}\right)\left(\frac{1}{\sigma_{b}^{2}+\sigma_{e}^{2}}\right) C_{t o t} V,
\end{align*}
$$

where $V=\operatorname{var}(\hat{\beta})$ from the main study, designed using a pilot. In the simulation study described in Section 6.3, the values of $\sigma_{b}^{2}$ and $\sigma_{e}^{2}$ were set to $\frac{\rho}{1-\rho}$ and 1 , respectively, to ensure that the intraclass correlation was $\rho$. The value of $C_{2}$ was assumed to be 1 . Therefore, $\sigma_{b}^{2}+\sigma_{e}^{2}=\frac{\rho}{1-\rho}+1=\frac{1}{1-\rho}$. Hence, Equation (6.10) reduces to

$$
c d e f f=\frac{1-\rho}{\rho} C_{t o t} V .
$$

We will now find the best choice of $A, m_{p}$ and $c_{p}$ by minimizing $c d e f f$ from the simulation study.

Table 6.5 shows the best choice of $A, m_{p}$ and $c_{p}$, based on the costadjusted design effect. For all values of $C_{1}$, the optimal $A$ was generally small, $A=10$, with some exceptions. The first exception was when $C_{1}=0.5$ with $\rho=0.05$ and 0.1 the optimal $A$ was 50 and 20 respectively. The second
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exception was when $C_{1}=2$ with $\rho=0.1$ as the optimal $A$ was 40 . Finally when $C_{1}=10$ with $\rho=0$ and 0.01 as the optimal $A$ was 30 and 20 respectively. The table shows that the "cost-adjusted design effect" values became smaller for larger average cost of including an extra element in the sample.

Table 6.5: The best designs based on the cost-adjusted design effect based on perfect knowledge of $\rho$

| PSU Cost |  | ICC | Optimal Design Setting |  | Cost Adjusted |
| :---: | ---: | ---: | ---: | ---: | ---: |
|  | PSUs | Observations | Cutoff | Design Effect |  |
|  | $\rho$ | $c_{p}$ | $m_{p}$ | $A$ | $c d e f f$ |
| 0.5 | 0 | 10 | 25 | 10 | 1.535 |
|  | 0.01 | 25 | 15 | 10 | 1.731 |
|  | 0.025 | 5 | 50 | 10 | 1.951 |
|  | 0.05 | 25 | 50 | 50 | 1.965 |
|  | 0.1 | 10 | 50 | 20 | 1.965 |
| 2 | 0 | 10 | 50 | 30 | 0.790 |
|  | 0.01 | 10 | 25 | 10 | 0.931 |
|  | 0.025 | 10 | 10 | 10 | 1.039 |
|  | 0.05 | 10 | 10 | 10 | 1.196 |
|  | 0.1 | 25 | 25 | 40 | 1.442 |
| 10 | 0 | 10 | 50 | 50 | 0.241 |
|  | 0.01 | 5 | 25 | 30 | 0.329 |
|  | 0.025 | 10 | 10 | 20 | 0.417 |
|  | 0.05 | 5 | 25 | 10 | 0.509 |
|  | 0.1 | 10 | 5 | 10 | 0.669 |

Figures 6.5-6.7 show the plots of the variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey for all costs of including a new PSU in the sample, $C_{1}$, where $C_{1}=0.5,2$ and 10 and a fixed average cost of including an extra element in the sample, $C_{2}=1$ when

Table 6.6: The best designs based on the cost-adjusted design effect based on perfect knowledge of $A, C_{1}=10, \rho=0.05$

| Cost | Optimal Design Setting |  |  | Cost Adjusted <br>  <br>  <br> PSUs |
| ---: | ---: | ---: | ---: | ---: |
|  | $c_{p}$ | $m_{p}$ | $A$ | $c d e f f$ |
| 500 | 5 | 50 | 10 | 1.49 |
| 1000 | 10 | 10 | 10 | 1.03 |
| 2000 | 2 | 50 | 10 | 0.741 |
| 5000 | 5 | 25 | 10 | 0.509 |

$\rho$ varies over a range of values of $0,0.01,0.025,0.05$ and 0.1 .
Table 6.6 shows the optimal $A$ based on different values of the total cost $C_{f}$ of $500,1000,2000$ and 5000 when the true $\rho=0.05$. It shows that the optimal $A$ was 10 for all values of $C_{f}$. The table shows that the "costadjusted design effect" values became smaller for larger values of total cost. Values of $c_{p}$ and $m_{p}$ changed by varying $C_{f}$. For $C_{f}=500, c_{p}=5$ and $m_{p}=50$. For $C_{f}=1000, c_{p}=m_{p}=10$. For $C_{f}=2000, c_{p}=2$ and $m_{p}=50$. For $C_{f}=5000$, $c_{p}=5$ and $m_{p}=25$.

### 6.5 Conclusions

When $\rho=0$, a large value of $A$ (generally 100) was most efficient, not surprisingly. When $\rho=0.05, A=20$ gave the best results in most cases. This suggests in practice, PSU sample sizes should be forced to be 20 or less unless a very large pilot is conducted to estimate $\rho$.

Figure 6.5: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey for different values of $\rho\left(C_{1}=0.5\right.$ and $\left.C_{2}=1\right)$
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Figure 6.6: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey for different values of $\rho\left(C_{1}=2\right.$ and $\left.C_{2}=1\right)$
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Figure 6.7: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey for different values of $\rho\left(C_{1}=10\right.$ and $\left.C_{2}=1\right)$
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For a fixed total cost of 5000 , and based on the variance of $\hat{\beta}$, when $\rho=0$, a small number of pilot PSUs (10 or less, in general) should be chosen with large number of observations per PSU (generally 50), for all values of $A$, in general. When $\rho=0.05$, the number of pilot PSUs should be 10 or less with 25 or less observations per PSU, in general, for $A \leq 30$. For $A=40$, the number of pilot PSUs should be 5 or less with 10 observations per PSU. When $A=50$, 2 pilot PSUs with 10 or 25 observations per PSU should be chosen. For $A=100$, a large number of observations per pilot PSU with any number of pilot PSUs should be chosen.

Based on the cost-adjusted design effect, when $C_{1}=0.5$ and $C_{f}=5000$, a large number of pilot PSUs (10 or more, in general) should be chosen with large number of observations per $\operatorname{PSU}(25$ for $\rho=0,15$ for $\rho=0.01$ and 50 for $\rho \geq 0.025$. When $C_{1}=2$, the number of pilot PSUs should be 10 in most cases with 10 or 25 observations per PSU. While when $C_{1}=10$, a small number of pilot PSUs ( 5 or 10 ) should be selected with 25 or more observations per PSU when $\rho=0,0.01$ and 0.05 . For other values of $\rho$, number of pilot PSUs should be 10 with 5 or 10 observations per PSU.

For a fixed total cost of 5000 and $C_{1}=0.5$, the best choice of $A$ was 10 when $\rho \leq 0.025$. It was 50 when $\rho=0.05$ and 20 when $\rho=0.1$. For $C_{1}=2$, the best choice of $A$ was 10 when $\rho=0.01,0.025$ and 0.05 , while it was 30 and 40, when $\rho=0$ and 0.1 , respectively. For $C_{1}=10, A=10$ was the best choice
when $\rho \geq 0.05$, and 20 or more otherwise.
For a range of values of $C_{f}$ for fixed $\rho$ of 0.05 and $C_{1}=10$, the optimal $A$ was 10. The $\operatorname{cdeff}$ decreased by increasing the $C_{f}$ value. The best choice of $c_{p}$ was 5 with 50 and 25 observations per PSU, when $C_{f}$ is fixed at 500 and 5000, respectively. When $C_{f}=1000$, the best number of pilot PSUs was 10 with 10 observations each. Finally, when $C_{f}=2000$, the best number of pilot PSUs was 2 with 50 observations each.

## Chapter 7

## Conclusions

### 7.1 Summary and Conclusions

Regression coefficients and the variances of their estimates can be estimated using different methods when the intraclass correlation is believed to be small. The linear mixed model (LMM) is one alternative. Another alternative, when observations are assumed to be independent, is the linear model (LM). LMM variance estimators can be larger than LM variance estimators when the PSU sample size are large, and this leads to wider confidence intervals for $\beta$.

A third alternative is to use an adaptive strategy. The strategy developed in Chapter 3 is to test the null hypothesis that the PSU-level variance component, $\sigma_{b}^{2}$, is zero. The LM variance estimator is used if the null hypothesis is not rejected. Otherwise, the LMM or alternatively the Huber-White variance estimator is used.

Chapter 3 found that the adaptive confidence intervals in extreme designs
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with a small number of sample PSUs and a large number of observations per PSU. In these designs, the variance of the mean will be significantly boosted even when the intraclass correlation is small, however even with high intraclass correlation, the PSU-level variance component is unlikely to be statistically significant. Accordingly, for $c \leq 5$ with $\bar{m} \geq 25$, adaptive noncoverage rates were $15-20 \%$ higher than the nominal rate when $\rho \neq 0$, where $c$ is the number of sample PSUs and $\bar{m}$ is the average number of observations per PSU. Therefore, even if clustering is not statistically significant for these extreme designs, it has to be allowed for in variances estimates.

The ADM, adaptive based on LMM as an alternative, confidence intervals were shorter than the LMM confidence intervals in designs with 2 sample PSUs with all average numbers of observations per PSU for all values of intraclass correlation, $\rho$. In the balanced designs, the ADM confidence intervals were a bit shorter for designs with 5 sample PSUs with $m \geq 25$ when $\rho=0$ and designs with $c=5$ for all numbers of observations per PSU, $m$, approximately, when $\rho \neq 0$. They were shorter in designs with number of sample PSUs, $c=10$ and $m \geq 10$ and $m=5$ and 10 when $\rho=0.025$ and 0.1 , respectively. Otherwise, ADM and LMM confidence intervals performed similarly.

The ADH, adaptive based on Huber-White as an alternative, confidence intervals were much shorter than the Huber-White confidence intervals in designs with 2 and 5 sample PSUs with, approximately all average num-
bers of observations per PSU for all values $\rho$. In the balanced designs, the ADH confidence intervals were shorter for designs with 10 sample PSUs with $m \geq 10$, with $m \geq 15$ and $m \leq 15$ for $\rho=0,0.025$ and 0.1 , respectively and for designs with $c=25$ and $m=10,15$ and 25 when $\rho=0.025$. There were no relevant differences, otherwise.

The same adaptive strategies were applied in Chapter 4 for log-normal data with two skewness levels, $\sigma=\frac{1}{3}$ and $\sigma=\frac{2}{3}$. Biases of adaptive variance estimators were similar to biases of adaptive variance estimators in Chapter 3. ADM variance estimators were less biased than the LMM variance estimators for designs with $c=2$ and $c=5$ with $m \leq 5$. In the unbalanced designs, ADM variance estimators were less biased than the LMM variance estimators for designs with $c \leq 5$ when $\sigma=\frac{1}{3}$ and in designs with $c=2$ when $\sigma=\frac{2}{3}$. ADH variance estimators were more biased than the Huber-White variance estimators in designs with $c \leq 5$ when $\rho=0$ and in designs with $c=2$ when $\rho=0.025$. There were no relevant differences otherwise.

ADH non-coverage rates were larger than Huber-White non-coverage rates except in designs with $c=5,25$ with $m=2$ and $c=10$ with $m=5$. ADM noncoverage rates were larger than LMM non-coverage rates except in designs with $c=2$ and 10 with $m=2$ and 5 , respectively; and designs with $c=5$ with $m \leq 10$ and designs with $c=25$.

ADM confidence intervals were shorter than LMM confidence intervals
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in designs with $c=2$, whereas ADH confidence intervals were shorter than Huber-White confidence intervals in designs with $c \leq 5$ and designs with $c=10$ with $m \geq 5$. In the unbalanced designs, the adaptive confidence intervals were shorter than the non-adaptive confidence intervals in designs with $c=2$ with all $\bar{m}$ similar to what was in Chapter 3 and unlike what was in Chapter 3 in designs with $c=2$.

Rejecting $H_{0}: \sigma_{b}^{2}=0$ is possible even if the estimated intraclass correlation and the estimated design effect are relatively small. It may be desirable to use the linear model rather than the linear mixed model in these cases. To assess this possibility a new adaptive strategy was used in Chapter 5. We used the LMM or alternatively the Huber-White variance estimators were used if $H_{0}$ is rejected and $\widehat{\operatorname{deff}} \geq d$, where $d$ is a cutoff value. Otherwise, the LM variance estimators were used.

A simulation study showed that for balanced designs, cutoffs of $d=1.05$ and 1.5 had no effect - results were identical to the adaptive strategy described in Chapter 3. For unbalanced designs, a cutoff of $d=1.5$ slightly improved adaptive confidence intervals and variance estimates.

In Chapter 6 we considered a pilot survey to estimate the intraclass correlation assuming the intercept-only model. This estimator was used to estimate the optimal within-PSU sample size for the main survey, for fixed cost based on a simple cost model. The estimated value of $\rho$ could be zero or close
to zero and this might lead to a very large PSU sample size being calculated, which could lead to very high variances from the main survey. To deal with this problem, $m$ was truncated above at a cutoff, $A$. The value of $m$ was also truncated below to be greater than or equal to 2. A range of values of the cutoff $A$ were evaluated by simulation. A range of values of the pilot sample sizes of PSUs $\left(c_{p}\right)$ and units per PSU $\left(m_{p}\right)$ were also evaluated.

Based on the variance of $\hat{\beta}$ when $C_{1}=10$, the best choice of $A$ (out of possible values) occurred at:

- $A=100$ when $\rho=0$ for all values of $c_{p}$ and $m_{p}$ except for the extreme case $c_{p}=m_{p}=2$;
- $A$ between 10 and 40 depending on the value of $m_{p}$ and $c_{p}$.

Based on the variance of $\hat{\beta}$, when $C_{1}=10$ and $\rho=0$, the best choice of $m_{p}$ was 50 . When $\rho=0.025$, the best choice was at $m_{p}=10$ if $A$ is 10 or 50 , at $m_{p}=15$ if $A$ is 20,30 or 40 and at $m_{p}=50$ if $A$ is 100.

Designs were also evaluated in terms of their cost-adjusted design effect (cdeff), a measure of efficiency reflecting both cost and variance. Based on the cost-adjusted design effect, when $C_{1}=10$, the optimal $A$ was

- 50 when $\rho=0$ when $c_{p}=10$ and $m_{p}=50$;
- 30 when $\rho=0.01$ when $c_{p}=5$ and $m_{p}=25$;
- 20 when $\rho=0.025$ when $c_{p}=m_{p}=10$;
- 10 when $\rho=0.05$ when $c_{p}=5$ and $m_{p}=25$;
- 40 when $\rho=0.1$ when $c_{p}=25$ and $m_{p}=5$.

Chapter 6 also gives results for other values of $C_{1}$ and $C_{f}$.

### 7.2 Further Research

Chapter 3 found that adaptive confidence intervals perform poorly in designs with small numbers of PSUs and large numbers of observations per PSU. ADM and LMM non-coverage rates are high for these extreme designs. A possible reason is that there is not much power to detect the PSU-level variance component in the adaptive approach, even when it is substantial. One way to do this was the adaptive approaches developed in this thesis. Another possible approach is model averaging of the LMM and LM models. This would be more computationally intensive but would perhaps give better results than adopting either the LMM or LM.

Another possible reason is that the LMM confidence intervals are not exact and do not do well for small sample sizes. Confidence intervals rely on the degrees of freedom and we do not have exact degrees of freedom in the LMM case. We tried the approach suggested by Faes(2009). Other approaches such as Kenward and Roger (1997) or Satterthwaite (1941) would
be worth trying and might result in confidence intervals with better coverage properties when the number of clusters is small.

Chapter 6 developed optimal design strategies for using a pilot study to guide the sample design of a main study. Optimal choices of $m_{p}, c_{p}$ and a cutoff A for the within-PSU sample size for the main study, were obtained by simulation, for given values of $\rho$ and other parameters. In practice, however, $\rho$ would be unknown, and the pilot/main design strategy would need to be developed in ignorance of $\rho$. Future research could focus on choices of $m_{p}$, $c_{p}$ and A that perform well across a range of possibilities for $\rho$.

## Appendix A

## Proofs for Chapter 2

## A. 1 Unbalanced Data Case

## A.1.1 The Maximum Likelihood Estimators

Under $H_{A}$

The likelihood function for the sample observations $y_{i j} s$ from model 2.3 is given by

$$
\begin{equation*}
L=\prod_{i=1}^{c} f\left(\mathbf{y}_{i}\right) \tag{A.1}
\end{equation*}
$$

where

$$
f\left(\mathbf{y}_{i}\right)=\frac{1}{(2 \pi)^{m_{i} / 2}\left|\mathbf{V}_{i}\right|^{1 / 2}} \exp \left\{-\frac{1}{2} \sum_{i=1}^{c}\left(\mathbf{y}_{i}-\beta\right)^{\prime} \mathbf{V}_{i}^{-1}\left(\mathbf{y}_{i}-\beta\right)\right\} .
$$

Therefore, the likelihood function (A.1) is given by

$$
\begin{equation*}
L=\frac{1}{(2 \pi)^{m_{i} / 2} \prod_{i=1}^{c}\left|\mathbf{V}_{i}\right|^{1 / 2}} \exp \left\{-\frac{1}{2} \sum_{i=1}^{c}\left(\mathbf{y}_{i}-\beta\right)^{\prime} \mathbf{V}_{i}^{-1}\left(\mathbf{y}_{i}-\beta\right)\right\} \tag{A.2}
\end{equation*}
$$

But

$$
\begin{aligned}
\left|\mathbf{V}_{i}\right| & =\eta_{i}\left(\sigma_{e}^{2}\right)^{m_{i}-1} \\
\mathbf{V}_{i}^{-1} & =\frac{1}{\sigma_{e}^{2}} \mathbf{I}_{m_{i}}-\frac{\sigma_{b}^{2}}{\eta_{i} \sigma_{e}^{2}} \mathbf{J}_{m_{i}} .
\end{aligned}
$$

where $\eta_{i}=\sigma_{e}^{2}+m_{i} \sigma_{b}^{2}$. Substituting for $\beta=\beta \mathbf{1}_{m_{i}},\left|\mathbf{V}_{i}\right|$ and $\mathbf{V}_{i}^{-1}$ in (A.2), we obtain

$$
\begin{equation*}
L=\frac{\exp \left[-\frac{1}{2}\left\{\frac{n-c}{\sigma_{e}^{e}} M S E+\sum_{i=1}^{c} \frac{m_{i}\left(\bar{y}_{i},-\beta\right)^{2}}{\eta_{i}}\right\}\right]}{(2 \pi)^{n / 2}\left(\sigma_{e}^{2}\right)^{(n-c) / 2} \prod_{i=1}^{c}\left(\eta_{i}\right)^{1 / 2}} \tag{A.3}
\end{equation*}
$$

The natural logarithm of the likelihood function is determined by taking the logarithm for both sides of (A.3), which is simplified to

$$
\begin{align*}
\ell= & -\frac{n}{2} \ln (2 \pi)-\frac{n-c}{2} \ln \left(\sigma_{e}^{2}\right)-\frac{1}{2} \ln \left(\eta_{i}\right) \\
& -\frac{(n-c) M S E}{2 \sigma_{e}^{2}}-\frac{1}{2} \sum_{i=1}^{c} \frac{m_{i}\left(\bar{y}_{i .}-\beta\right)^{2}}{\eta_{i}} \tag{A.4}
\end{align*}
$$

The partial derivatives of (A.4) with respect to $\beta, \sigma_{e}^{2}$ and $\eta_{i}$ are obtained as

$$
\left.\begin{array}{rl}
\frac{\partial \ell}{\partial \beta} & =\sum_{i=1}^{c} \frac{m_{i}\left(\bar{y}_{i},-\beta\right)}{\eta_{i}} ;  \tag{A.5}\\
\frac{\partial \ell}{\partial \sigma_{e}^{2}} & =\frac{n-c}{2 \sigma_{e}^{2}}+\frac{(n-c) M S E}{2\left(\sigma_{e}^{2}\right)^{2}} ; \\
\frac{\partial \ell}{\partial \eta_{i}} & =-\frac{1}{2}\left[\sum_{i=1}^{c} \frac{1}{\eta_{i}}+\frac{m_{i}\left(\bar{y}_{i}-\beta\right)^{2}}{\eta_{i}^{2}}\right] .
\end{array}\right\}
$$

Equating to zero the partial derivatives in (A.5) and solving with respect to $\beta, \eta_{i}$ and $\sigma_{e}^{2}$ and denoting the solutions by $\hat{\beta}, \hat{\eta}_{i}$ and $\hat{\sigma}_{e}^{2}$ and after some
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simplifications we obtain

$$
\left.\begin{array}{rl}
\hat{\beta} & =\frac{\sum_{i=1}^{c}\left(m_{i} \bar{y}_{i .} / \hat{\eta}_{i}\right)}{\sum_{i=1}^{c}\left(m_{i} / \hat{\eta}_{i}\right)} \\
& =\bar{y}_{w} ;  \tag{A.6}\\
\hat{\sigma}_{e}^{2} & =M S E ; \\
\sum_{i=1}^{c} \frac{1}{\hat{\eta}_{i}} & =\sum_{i=1}^{c} \frac{m_{i}\left(\bar{y}_{i}-\bar{y}_{w}\right)^{2}}{\hat{\eta}_{i}^{2}} .
\end{array}\right\}
$$

It is obvious that the system of equations (A.6) has no explicit solutions for $\hat{\beta}$ and $\hat{\eta}_{i}$, therefore there is no explicit solution for $\hat{\sigma}_{b}^{2}$.

## Under $H_{0}$

Under $H_{0}$ we have $\sigma_{b}^{2}=0$ therefore, the log-likelihood function (A.4) reduces to

$$
\begin{align*}
\ell_{0}= & -\frac{n}{2} \ln (2 \pi)-\frac{n-c-1}{2} \ln \left(\sigma_{e}^{2}\right) \\
& -\frac{1}{2 \sigma_{e}^{2}}\left[(n-c) M S E+\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\beta\right)^{2}\right] . \tag{A.7}
\end{align*}
$$

Differentiating (A.7) partially with respect to $\sigma_{e}^{2}$, we obtain

$$
\begin{equation*}
\frac{\partial \ell_{0}}{\sigma_{e}^{2}}=-\frac{n-c-1}{2 \sigma_{e}^{2}}+\frac{1}{2\left(\sigma_{e}^{2}\right)^{2}}\left[(n-c) M S E+\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\beta\right)^{2}\right] \tag{A.8}
\end{equation*}
$$

Equating (A.8) to zero and solving with respect to $\sigma_{e}^{2}$ and denoting the solution by $\hat{\sigma}_{e}^{2}$, we find

$$
\begin{align*}
\hat{\sigma}_{e}^{2} & =\frac{n-c}{n-c-1} M S E+\frac{1}{n-c-1} \sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\beta\right)^{2} \\
& =\frac{1}{n-c-1} \sum_{i=1}^{c} \sum_{j=1}^{m_{i}} m_{i}\left(\bar{y}_{i j}-\bar{y}_{. .}\right)^{2} . \tag{A.9}
\end{align*}
$$

## A.1.2 Derivation of Equation (2.31)

## A.1.3 The Restricted Maximum Likelihood Estimators (RLRT)

Proceeding from the general case considered in Subsection 2.3.2, the restricted $\log$-likelihood function for the sample observations $y_{i j} \mathrm{~s}$, from the model defined in (2.3) is given as

$$
\begin{align*}
\ell_{R}= & -\frac{1}{2}\left[(n-c) \ln \left(\sigma_{e A}^{2}\right)+\sum_{i=1}^{c} \ln \left(\eta_{i}\right)-\ln \left(\sum_{i=1}^{c} \frac{m_{i}}{\eta_{i}}\right)\right. \\
& \left.+\frac{(n-c) M S E_{A}}{\sigma_{e A}^{2}}+\sum_{i=1}^{c} \frac{m_{i}\left(\bar{y}_{i .}-\bar{y}_{w}\right)^{2}}{\eta_{i}}\right] . \tag{A.10}
\end{align*}
$$

The partial derivatives of (A.10) with respect to $\sigma_{e}^{2}$ and $\eta_{i}$ are given by

$$
\left.\begin{array}{l}
\frac{\partial \ell_{R}}{\partial \sigma_{e A}^{2}}=-\frac{1}{2}\left[\frac{n-c}{\sigma_{e A}^{2}}-\frac{(n-c) M S E_{A}}{\left(\sigma_{e A}^{2}\right)^{2}}\right] ;  \tag{A.11}\\
\frac{\partial \ell_{R}}{\partial \eta_{i}}=-\frac{1}{2}\left[\sum_{i=1}^{c} \frac{1}{\sum_{i}}+\frac{\sum_{i=1}^{c} \frac{n}{n_{i}^{2}}}{\sum_{i=1}^{c} \frac{n_{i}}{\eta_{i}}}-\frac{m_{i}\left(\bar{y}_{i}-\overline{y_{w}}\right)^{2}}{\eta_{i}^{2}}\right]
\end{array}\right\}
$$

Equating to zero the partial derivatives in (A.11) and solving with respect to $\sigma_{e}^{2}$ and $\eta_{i}$ and representing the solutions by $\hat{\sigma}_{e A}^{2}$ and $\hat{\eta}_{i}$, we get

$$
\left.\begin{array}{ll}
\hat{\sigma}_{e A}^{2} & =M S E_{A} ;  \tag{A.12}\\
\sum_{i=1}^{c} \frac{m_{i}\left(\bar{y}_{i}-\bar{y}_{w}\right)^{2}}{\tilde{\eta}_{i}^{2}} & =\sum_{i=1}^{c} \frac{1}{\bar{\eta}_{i}}-\frac{\sum_{i=\frac{m}{i}}^{c} \frac{m_{i}}{\bar{\eta}_{i}^{2}}}{\sum_{i=1}^{c} \frac{\bar{m}_{i}}{\bar{\eta}_{i}}} .
\end{array}\right\}
$$

Therefore, there is no explicit form for $\hat{\eta}_{i}$. Hence, $\hat{\sigma}_{b}^{2}$ has no explicit form.
The restricted maximum likelihood under $H_{A}$ is given by

$$
\begin{align*}
-2 \stackrel{M A X}{H_{A}} \ell_{R}= & (n-c) \ln \left(M S E_{A}\right)+\sum_{i=1}^{c} \ln \left(\hat{\eta}_{i}\right)+\ln \left(\sum_{i=1}^{c}\left(\hat{\lambda}_{i}\right)\right) \\
& +n-c+\sum_{i=1}^{c} \hat{\lambda}_{i}\left(\bar{y}_{i .}-\hat{\beta}\right)^{2} \tag{A.13}
\end{align*}
$$

## Under $H_{0}$

Under $H_{0}$, we have $\sigma_{b}^{2}=0$ therefore, the log-likelihood function (A.10) reduces to

$$
\begin{align*}
\ell_{R_{0}}= & -\frac{1}{2}\left[(n-1) \ln \left(\sigma_{e 0}^{2}\right)+\ln (n)+\frac{1}{\sigma_{e 0}^{2}}\left((n-c) M S E_{0}\right.\right. \\
& \left.\left.+\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\bar{y}_{w}\right)^{2}\right)\right] . \tag{A.14}
\end{align*}
$$

But, under $H_{0}, \bar{y}_{w}$ reduces to $\bar{y}_{.}$, because

$$
\begin{align*}
\bar{y}_{w} & =\frac{\sum_{i=1}^{c}\left(m_{i} \bar{y}_{i .} / \sigma_{e 0}^{2}\right)}{\sum_{i=1}^{c}\left(m_{i} / \sigma_{e 0}^{2}\right)} \\
& =\frac{\sum_{i=1}^{c} m_{i} \bar{y}_{i .}}{\sum_{i=1}^{c} m_{i}} \\
& =\frac{\sum_{i=1}^{c} \sum_{j=1}^{m_{i}} y_{i j}}{n} \\
& =\bar{y}_{. .} . \tag{A.15}
\end{align*}
$$

Therefore, Equation (A.14) reduces to

$$
\begin{align*}
\ell_{R_{0}}= & -\frac{1}{2}\left[(n-1) \ln \left(\sigma_{e 0}^{2}\right)+\ln (n)+\frac{1}{\sigma_{e 0}^{2}}\left((n-c) M S E_{0}\right.\right. \\
& \left.\left.+\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2}\right)\right] . \tag{A.16}
\end{align*}
$$

Differentiating (A.16) partially with respect to $\sigma_{e 0}^{2}$, we obtain

$$
\begin{align*}
\frac{\partial \ell_{R_{0}}}{\sigma_{e 0}^{2}}= & -\frac{1}{2}\left[\frac{n-1}{\sigma_{e 0}^{2}}-\frac{1}{\sigma_{e 0}^{4}}\left((n-c) M S E_{0}\right.\right. \\
& \left.\left.+\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2}\right)\right] \tag{A.17}
\end{align*}
$$

Equating (A.17) to zero and solving with respect to $\sigma_{e 0}^{2}$ and denoting the solution by $\hat{\sigma}_{e 0}^{2}$, we find

$$
\begin{align*}
\hat{\sigma}_{e 0}^{2} & =\frac{1}{n-1}\left[\sum_{i=1}^{c}\left(\bar{y}_{i j}-\bar{y}_{i .}\right)^{2}+\sum_{i=1}^{c} \sum_{j=1}^{m_{i}} m_{i}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2}\right] \\
& =\frac{1}{n-1} \sum_{i=1}^{c} \sum_{j=1}^{m_{i}}\left(y_{i j}-\bar{y}_{. .}\right)^{2} \\
& =M S E_{0} . \tag{A.18}
\end{align*}
$$

The restricted maximum likelihood under $H_{0}$ is given by

$$
\begin{align*}
-2 \stackrel{M A X}{H_{0}} \ell_{R}= & (n-c) \ln \left(M S E_{0}\right)+\sum_{i=1}^{c} \ln \left(M S E_{0}\right)+\ln \left(\sum_{i=1}^{c} \frac{m_{i}}{M S E_{0}}\right) \\
& +n-c+\frac{\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2}}{M S E_{0}} \\
= & (n-c) \ln \left(M S E_{0}\right)+c \ln \left(M S E_{0}\right)+\ln \left(\frac{n}{M S E_{0}}\right) \\
& +n-c+\frac{\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2}}{M S E_{0}} \\
= & n-c+\ln (n)+(n-1) \ln \left(M S E_{0}\right) \\
& +\frac{\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2}}{M S E_{0}} . \tag{A.19}
\end{align*}
$$

One way to define the restricted likelihood ratio test is to subtract Equation (A.19) from (A.13). Therefore, the restricted likelihood ratio test can

## APPENDIX A. PROOFS FOR CHAPTER 2

be given as

$$
\begin{align*}
& \Lambda=-2\left(\begin{array}{c}
M A X \\
H_{0} \\
\left.\ell_{R}-\stackrel{M A X}{H_{A}} \ell_{R}\right) \\
=
\end{array}\right. \\
& \ln (n)+(n-1) \ln \left(M S E_{0}\right)+\frac{\sum_{i=1}^{c} m_{i}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2}}{M S E_{0}} \\
&-(n-c) \ln \left(M S E_{A}\right)-\sum_{i=1}^{c} \ln \left(\hat{\eta}_{i}\right)-\ln \left(\sum_{i=1}^{c}\left(\hat{\lambda}_{i}\right)\right) \\
&-\sum_{i=1}^{c} \hat{\lambda}_{i}\left(\bar{y}_{i .}-\hat{\beta}\right)^{2} . \tag{A.20}
\end{align*}
$$

Substituting $m_{i}=m$ into the unbalanced case, we get

$$
\begin{align*}
-2 \ell_{R A}= & (n-c) \ln \left(M S E_{A}\right)+\sum_{i=1}^{c} \ln (\hat{\eta})+\ln \left(\sum_{i=1}^{c}(\hat{\lambda})\right) \\
& +n-c+\sum_{i=1}^{c} \hat{\lambda}\left(\bar{y}_{i .}-\hat{\beta}\right)^{2} \\
= & n-c+(n-c) \ln (M S E)+c \ln (\hat{\eta})+\ln \left(\frac{n}{\hat{\eta}}\right)+\sum_{i=1}^{c} \frac{m}{\hat{\eta}}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2} \\
= & n-c+(n-c) \ln (M S E)+c \ln (M S A)+\ln (n)-\ln (M S A)+\frac{1}{M S A} \cdot(c-1) M S A \\
= & n-1+(n-c) \ln (M S E)+(c-1) \ln (M S A)+\ln (n) . \tag{A.21}
\end{align*}
$$

$$
\begin{align*}
-2 \ell_{R 0} & =(n-1) \ln \left(\frac{S S E+S S A}{n-1}\right)+(n-c) \ln (M S E)+(c-1) \ln (M S A)+\ln (n) \\
& =(n-1) \ln \left(\frac{S S E+S S A}{n-1}\right)+\ln (n)+\frac{(c-1) M S A+(n-c) M S E}{\frac{S S E+S S A}{n-1}} \\
& =(n-1) \ln \left(\frac{S S E+S S A}{n-1}\right)+\ln (n)+\frac{(c-1) M S A+(n-c) M S E}{\frac{(n-c) M S E+(c-1) M S A}{n-1}} \\
& =n-1+\ln (n)+(n-1) \ln \left(\frac{(n-c) M S E+(c-1) M S A}{n-1}\right) \tag{A.22}
\end{align*}
$$

## A.2. RESTRICTED MAXIMUM LIKELIHOOD METHOD

Subtracting (A.21) from (A.22), we obtain

$$
\begin{align*}
\Lambda= & n-1+\ln (n)+(n-1) \ln \left(\frac{(n-c) M S E+(c-1) M S A}{n-1}\right) \\
& -n+1-(n-c) \ln (M S E)-(c-1) \ln (M S A)-\ln (n) \\
= & -(n-1) \ln (M S E)+(c-1) \ln (M S E)-(c-1) \ln (M S A) \\
= & +(n-1) \ln \left(\frac{(n-c) M S E+(c-1) M S A}{n-1}\right) \\
= & (n-1) \ln \left(\frac{n-c}{n-1}+\frac{c-1}{n-1} F\right)-(c-1) \ln (F) . \tag{A.23}
\end{align*}
$$

where $\hat{\eta}_{i}=\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}, \hat{\lambda}_{i}=\frac{m_{i}}{\hat{\eta}_{i}}$.

## A. 2 Restricted Maximum Likelihood Method Likelihood Ratio Test (RLRT) for Testing $H_{0}: \sigma_{b}^{2}=0$

Under model 2.1, the likelihood function using restricted maximum likelihood is given by

$$
\begin{align*}
\ell_{R}= & -\frac{1}{2}(n-1) \log (2 \pi)-\frac{1}{2} \log (n)-\frac{1}{2}(n-c) \log \left(\sigma_{e}^{2}\right) \\
& -\frac{1}{2}(c-1) \log (\eta)-\frac{S S E}{2 \sigma_{e}^{2}}-\frac{S S A}{2 \eta} . \tag{A.24}
\end{align*}
$$

Differentiating this likelihood Equation with respect to the parameters $\eta$ and $\sigma_{e}^{2}$, we get

$$
\begin{align*}
& \frac{\partial \ell_{R}}{\partial \sigma_{e}^{2}}=-\frac{n-c}{2 \sigma_{e}^{2}}+\frac{S S E}{2\left(\sigma_{e}^{2}\right)^{2}} \\
& \frac{\partial \ell_{R}}{\partial \eta}=-\frac{c-1}{2 \eta}+\frac{S S A}{2 \eta^{2}} . \tag{A.25}
\end{align*}
$$

Equating the partial derivatives in (A.25) to zero and referring to the solutions as $\hat{\eta}$ and $\hat{\sigma}_{e}^{2}$ we obtain

$$
\begin{align*}
\hat{\sigma}_{e}^{2} & =\frac{S S E}{(n-c)}=M S E \\
\hat{\eta} & =\frac{S S A}{c-1}=M S A \tag{A.26}
\end{align*}
$$

Therefore

$$
\hat{\sigma_{b}^{2}}=\frac{1}{m}(M S A-M S E)
$$

Hence, multiplying by 2 the restricted maximum likelihood Equation under the full model

$$
\begin{align*}
2 \stackrel{M A X}{H_{A}} \ell_{R}= & (1-n) \log (2 \pi e)-\log (n) \\
& -(n-c) \log (M S E)-(c-1) \log (M S A) . \tag{A.27}
\end{align*}
$$

## A.2.1 Under the null hypothesis $H_{0}$

We know that under $H_{0}, \sigma_{b}^{2}=0$, so in this case $\eta$ reduces to $\sigma_{e}^{2}$. Therefore, if we substitute this quantity in (A.24), we obtain

$$
\begin{align*}
\ell_{R}= & -\frac{1}{2}(n-1) \log (2 \pi)-\frac{1}{2} \log (n)-\frac{1}{2}(n-1) \log \left(\sigma_{e}^{2}\right) \\
& -\frac{S S E+S S A}{2 \sigma_{e}^{2}} \tag{A.28}
\end{align*}
$$

Differentiating Equation (A.28) with respect to $\sigma_{e}^{2}$, we get

$$
\begin{equation*}
\frac{\partial \ell_{R}}{\partial \sigma_{e}^{2}}=-\frac{n-1}{2 \sigma_{e}^{2}}+\frac{S S E+S S A}{2\left(\sigma_{e}^{2}\right)^{2}} \tag{A.29}
\end{equation*}
$$

Equating to zero the partial derivative in (A.29) with respect to $\sigma_{e}^{2}$, and representing the solution by $\hat{\sigma}_{e}^{2}$, we obtain

$$
\begin{align*}
\hat{\sigma}_{e}^{2} & =\frac{S S E+S S A}{n-1} \\
& =\frac{n-c}{n-1} M S E+\frac{c-1}{n-1} M S A . \tag{A.30}
\end{align*}
$$

Therefore, -2 multiplied by the restricted maximum likelihood becomes

$$
\begin{align*}
-2 \stackrel{M A X}{H_{0}} \ell_{R}= & (n-1) \log (2 \pi e)+\log (n) \\
& +(n-1) \log \left(\frac{S S E+S S A}{n-1} .\right) \tag{A.31}
\end{align*}
$$

Adding equations (A.27) and (A.31), we obtain the restricted likelihood ratio test as

$$
\Lambda_{R}= \begin{cases}(n-1) \log \left(\frac{n-c}{n-1}+\frac{c-1}{n-1} F\right)-(c-1) \log (F) & \text { if } F>1  \tag{A.32}\\ 0 & \text { if } F \leq 1\end{cases}
$$

where $F=\frac{M S A}{M S E}$.

## A. 3 Proof of 2.11

$$
\begin{aligned}
\operatorname{var}(\hat{\beta}) & =\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{V}^{-1} \operatorname{var}(\mathbf{Y}) \mathbf{V}^{-1} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \\
& =\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{V} \mathbf{V}^{-1} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \\
& \left.=\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \\
& =\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} .
\end{aligned}
$$

## A. 4 Proof of 2.23

$$
\begin{align*}
& \sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{V}_{i}^{-1} \mathbf{x}_{i}=\sum_{i=1}^{c} \mathbf{1}_{m_{i}}^{\prime}\left[\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{I}_{m_{i}}\right)-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)} \mathbf{J}_{m_{i}}\right] \mathbf{1}_{m_{i}} \\
& =\sum_{i=1}^{c} \mathbf{1}_{m_{i}}^{\prime}\left[\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{I}_{m_{i}}\right)-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\left(\mathbf{1}_{m_{i}} \mathbf{1}_{m_{i}}^{\prime}\right)\right] \mathbf{1}_{m_{i}} \\
& =\sum_{i=1}^{c}\left[\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{1}_{m_{i}}^{\prime} \mathbf{1}_{m_{i}}\right)-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)} \mathbf{1}_{m_{i}}^{\prime} \mathbf{1}_{m_{i}} \mathbf{1}_{m_{i}}^{\prime} \mathbf{1}_{m_{i}}\right] \\
& \sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{V}_{i}^{-1} \mathbf{x}_{i}=\sum_{i=1}^{c}\left[\frac{m_{i}}{\hat{\sigma}_{e}^{2}}-\frac{m_{i}^{2} \hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\right] \\
& =\sum_{i=1}^{c} \frac{1}{\hat{\sigma}_{e}^{2}}\left[\frac{m_{i} \hat{\sigma}_{e}^{2}+m_{i}^{2} \hat{\sigma}_{b}^{2}-m_{i}^{2} \hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right] \\
& =\sum_{i=1}^{c} \frac{1}{\hat{\sigma}_{e}^{2}}\left[\frac{m_{i} \hat{\sigma}_{e}^{2}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right] \\
& =\sum_{i=1}^{c}\left[\frac{m_{i}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right] \\
& =\sum_{i=1}^{c} \hat{\lambda}_{i}  \tag{A.33}\\
& \sum_{i=1}^{c} \mathbf{x}_{i}^{\prime} \hat{V}_{i}^{-1} \hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime} \hat{V}_{i}^{-1} \mathbf{x}_{i}=\sum_{i=1}^{c} \mathbf{1}_{m_{i}}^{\prime}\left\{\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{I}_{m_{i}}\right)-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\left(\mathbf{J}_{m_{i}}\right)\right\} \hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime} \\
& \times\left\{\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{I}_{m_{i}}\right)-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\left(\mathbf{J}_{m_{i}}\right)\right\} \mathbf{1}_{m_{i}} \\
& =\sum_{i=1}^{c} \mathbf{1}_{m_{i}}^{\prime}\left\{\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{I}_{m_{i}}\right)-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\left(\mathbf{1}_{m_{i}} \mathbf{1}_{m_{i}}^{\prime}\right)\right\} \hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime} \\
& \times\left\{\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{I}_{m_{i}}\right)-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\left(\mathbf{1}_{m_{i}} \mathbf{1}_{m_{i}}^{\prime}\right)\right\} \mathbf{1}_{m_{i}} \\
& =\sum_{i=1}^{c}\left\{\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{1}_{m_{i}}^{\prime} \mathbf{I}_{m_{i}}\right)-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\left(\mathbf{1}_{m_{i}}^{\prime} \mathbf{1}_{m_{i}} \mathbf{1}_{m_{i}}^{\prime}\right)\right\} \hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime} \\
& \times\left\{\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{I}_{m_{i}} \mathbf{1}_{m_{i}}\right)-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\left(\mathbf{1}_{m_{i}} \mathbf{1}_{m_{i}}^{\prime} \mathbf{1}_{m_{i}}\right)\right\} \\
& =\sum_{i=1}^{c}\left\{\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{1}_{m_{i}}^{\prime}\right)-\frac{m_{i} \hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\left(\mathbf{1}_{m_{i}}^{\prime}\right)\right\} \hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime}
\end{align*}
$$

$$
\begin{align*}
& \times\left\{\frac{1}{\hat{\sigma}_{e}^{2}}\left(\mathbf{1}_{m_{i}}\right)-\frac{m_{i} \hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}\left(\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}\right)}\left(\mathbf{1}_{m_{i}}\right)\right\} \\
= & \left(\frac{1}{\hat{\sigma}_{e}^{2}}\right)^{2}\left[\sum_{i=1}^{c}\left\{1-\frac{m_{i} \hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right\} \mathbf{1}_{m_{i}}^{\prime} \hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime} \mathbf{1}_{m_{i}}\left\{1-\frac{m_{i} \hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right\}\right] . \\
= & \left(\frac{1}{\hat{\sigma}_{e}^{2}}\right)^{2}\left[\sum_{i=1}^{c}\left\{1-\frac{m_{i} \hat{\sigma}_{b}^{2}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right\}^{2} \mathbf{1}_{m_{i}}^{\prime} \hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime} \mathbf{1}_{m_{i}}\right] \\
= & \left(\frac{1}{\hat{\sigma}_{e}^{2}}\right)^{2}\left[\sum_{i=1}^{c}\left\{\frac{\hat{\sigma}_{e}^{2}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right\}^{2} \mathbf{1}_{m_{i}}^{\prime} \hat{\mathbf{e}}_{i} \hat{\mathbf{e}}_{i}^{\prime} \mathbf{1}_{m_{i}}\right] \\
= & \sum_{i=1}^{c}\left\{\frac{\hat{\sigma}_{e}^{2}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right\}^{2}\left(\mathbf{1}_{m_{i}}^{\prime} \hat{\mathbf{e}}_{i}\right)^{2} \\
= & \sum_{i=1}^{c}\left\{\frac{\hat{\sigma}_{e}^{2}}{\hat{\sigma}_{e}^{2}+m_{i} \hat{\sigma}_{b}^{2}}\right\}^{2}\left(m_{i}\left(\bar{y}_{i .}-\hat{\beta}\right)\right)^{2} \\
= & \sum_{i=1}^{c} \hat{\lambda}^{2}\left(m_{i}\left(\bar{y}_{i .}-\hat{\beta}\right)\right)^{2} \tag{A.34}
\end{align*}
$$

Substituting (A.34) and (A.34) into (2.23) gives

$$
\begin{equation*}
\widehat{\operatorname{var}}(\hat{\beta})=\frac{\sum_{i=1}^{c} \hat{\lambda}_{i}^{2}\left(\bar{y}_{i} .-\hat{\beta}\right)^{2}}{\left(\sum_{i=1}^{c} \hat{\lambda}_{i}\right)^{2}} . \tag{A.35}
\end{equation*}
$$

## A. 5 Proof of 2.24

In this case $\lambda_{i}=\lambda$ for all $i$, therefore

$$
\begin{align*}
\widehat{\operatorname{var}}(\hat{\beta}) & =\widehat{\operatorname{var}}\left(\bar{y}_{. .}\right)  \tag{A.36}\\
& =\frac{1}{c(c-1)} \sum_{i=1}^{c}\left(\bar{y}_{i .}-\bar{y}_{. .}\right)^{2} .
\end{align*}
$$

## Appendix B

## Proofs and Additional Tables for Chapter 3

B. 1 Derivation of the Multiplication Factor Used to Correct the Huber-White Variance estimator in the Unbalanced Data case, Equation (3.3)

$$
\begin{aligned}
E(\widehat{\operatorname{var}(\hat{\beta})})= & \frac{1}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}} E\left[\sum_{i=1}^{c} \lambda_{i}^{2}\left(\bar{y}_{i .}-\hat{\beta}\right)^{2}\right] \\
= & \frac{1}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}}\left[\sum_{i=1}^{c} \lambda_{i}^{2}\left[\left(\bar{y}_{i .}-\beta\right)-(\hat{\beta}-\beta)\right]^{2}\right] \\
= & \frac{1}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}}\left[\sum _ { i = 1 } ^ { c } \lambda _ { i } ^ { 2 } \left\{E\left(\bar{y}_{i .}-\beta\right)^{2}+E(\hat{\beta}-\beta)^{2}\right.\right. \\
& \left.\left.-2 E\left(\bar{y}_{i .}-\hat{\beta}\right)(\hat{\beta}-\beta)\right\}\right] \\
= & \frac{1}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}}\left[\sum_{i=1}^{c} \lambda_{i}^{2} \operatorname{var}\left(\bar{y}_{i .}\right)+\sum_{i=1}^{c} \lambda_{i}^{2} \operatorname{var}(\hat{\beta})\right. \\
& \left.-2 \sum_{i=1}^{c} \lambda_{i}^{2} \operatorname{cov}\left(\bar{y}_{i .}, \hat{\beta}\right)\right] .
\end{aligned}
$$

B.1. DERIVATION OF THE MULTIPLICATION FACTOR USED TO CORRECT THE HUBER-WHITE VARIANCE ESTIMATOR IN THE UNBALANCED DATA CASE, EQUATION (3.3)

$$
\begin{aligned}
& =\frac{1}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}}\left[\sum_{i=1}^{c} \lambda_{i}^{2} \operatorname{var}\left(\bar{y}_{i .}\right)+\sum_{i=1}^{c} \lambda_{i}^{2} \operatorname{var}(\hat{\beta})\right. \\
& \left.-2 \sum_{i=1}^{c} \lambda_{i}^{2} \operatorname{cov}\left(\bar{y}_{i .}, \frac{\sum_{j=1}^{c} \lambda_{j} \bar{y}_{j .}}{\sum_{j=1}^{c} \lambda_{j}}\right)\right] \\
& =\frac{1}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}}\left[\sum_{i=1}^{c}\left(\lambda_{i}^{2} \frac{1}{\lambda_{i}}\right)+(\operatorname{var}(\hat{\beta})) \sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)\right. \\
& \left.-2 \sum_{i=1}^{c}\left(\lambda_{i}^{2} \operatorname{var}\left(\bar{y}_{i .}\right) \frac{\lambda_{i}}{\sum_{j=1}^{c} \lambda_{j}}\right)\right] \\
& =\frac{1}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}}\left[\sum_{i=1}^{c}\left(\lambda_{i}^{2} \frac{1}{\lambda_{i}}\right)+(\operatorname{var}(\hat{\beta})) \sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)\right. \\
& \left.-2 \sum_{i=1}^{c}\left(\lambda_{i}^{2}\right) \frac{1}{\lambda_{i}}\left(\frac{\lambda_{i}}{\sum_{j=1}^{c} \lambda_{j}}\right)\right] \\
& =\frac{1}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}}\left[\sum_{i=1}^{c}\left(\lambda_{i}^{2} \frac{1}{\lambda_{i}}\right)+(\operatorname{var}(\hat{\beta})) \sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)-2 \frac{\sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)}{\sum_{j=1}^{c} \lambda_{j}}\right] \\
& =\frac{1}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}}\left[\sum_{i=1}^{c}\left(\lambda_{i}^{2} \frac{1}{\lambda_{i}}\right)+(\operatorname{var}(\hat{\beta})) \sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)\right. \\
& \left.-2(\operatorname{var}(\hat{\beta})) \sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)\right] \\
& =\operatorname{var}(\hat{\beta})-(\operatorname{var}(\hat{\beta})) \frac{\sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}} \\
& =\operatorname{var}(\hat{\beta})\left[1-\frac{\sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}}\right] \\
& =\frac{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}-\sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}} \operatorname{var}(\hat{\beta}) \\
& \therefore \quad \frac{E(\widehat{\operatorname{var}}(\hat{\beta}))}{\operatorname{var}(\hat{\beta})}=\frac{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}-\sum_{i=1}^{c}\left(\lambda_{i}^{2}\right)}{\left(\sum_{i=1}^{c} \lambda_{i}\right)^{2}} \text {. }
\end{aligned}
$$

## B. 2 Extra Tables and Plots

Figure B.1: Confidence interval non-coverage using different variance estimation methods and for various values of $m$ and $c, \rho=0.01$


| $\longrightarrow$ | ADM |
| :--- | :--- |
| $\longrightarrow$ | ADH |
| $\longrightarrow$ | LM |
| $\longrightarrow$ | LMM |
| $\square$ | Huber |


| $960{ }^{\circ}$ | L60＇0 | $960{ }^{\circ}$ | 960＇0 | ［ 6 | $8 \cdot 8$ | 9.2 | ［＇8 | ［＇8 | \＆ $20{ }^{\text {I }}$ | LSt＇t | LIL｀I | LIİI | 09 | $9 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 98T＊0 | 98.0 | ceto | モ\＆$\square^{\circ} 0$ | 9.8 | 88 | 02 | 8.2 | ¢ 2 | 801．${ }^{\text {L }}$ | LLI＇I | ¢9［ ${ }^{\text {T }}$ | ¢91．L | 96 | 96 |
| 92I＇0 | 9LI＇0 | 92100 | 9LI．0 | ¢．LI | 0．0I | 8.8 | \％＇6 | 76 | 666.0 | 990＇I | 270．I | 7ヵ0＊ | ¢I | 97 |
| $9 \mathrm{LZ}{ }^{\circ}$ | 9LZ＇0 | giz＇0 | ヵโで0 | ［．0］ | 2．0I | 8.6 | z＇0］ | $8 \cdot 01$ | $200{ }^{\text { }}$ | $890^{\circ} \mathrm{I}$ | Dt0． | モп0． | 0I | 96 |
| ¢0¢ 0 | モ0\＆：0 | ¢0¢0 | 808．0 | 6.8 | L．LI | I＇IL | ¢＇IL | \＆LI | 976.0 | $066{ }^{\circ}$ | 086.0 | 086．0 | G | 97 |
| $080^{\circ} 0$ | L870 | 887\％ 0 | 887\％ 0 | 2．01 | ¢ 6 | \％．8 | 8.6 | $8 \cdot 6$ | 9660 | 080．${ }^{\text {I }}$ | $880 \cdot \mathrm{I}$ | 880．${ }^{\circ}$ | $\checkmark$ | 96 |
| 79［．0 | 6¢ ¢ ${ }^{\circ} 0$ | ¢S ${ }^{\circ} 0$ | ¢GI＇0 | 7．8 | Ə．01 | $7 \cdot 8$ | 7．0］ | 7．01 | $\mathrm{I}^{6} 60$ | L20＇I | 9 $0^{\circ} \mathrm{I}$ | 910．${ }^{\text {I }}$ | 09 | 0I |
| ¢7\％ 0 | ๖¢\％ 0 | 8LZ＇0 | 9IZ\％0 | 6.2 | 86 | 7： | 7．8 | 9.8 | L66．0 | 6ヵI＇I | L20．${ }^{\text {I }}$ | L20＇${ }^{\text {I }}$ | 96 | 0I |
| 767．0 | 887\％ 0 | 787．0 | $627^{\circ} 0$ | L．8 | 9．01 | 8.2 | －6 6 | 96 | モ66．0 | 0¢I ${ }^{\circ}$ | L20．${ }^{\text {I }}$ | L20＇${ }^{\text {I }}$ | ¢I | 0I |
| 8980 | ¢980 | 理 $8^{\circ} 0$ |  | 9.2 | F0L | 8.2 | － 6 | －6 | 996.0 | $680{ }^{\circ} \mathrm{I}$ | L $70 . \mathrm{I}$ | LZ0＇${ }^{\text {I }}$ | 0I | OI |
| 709．0 | 009．0 | $967^{\circ} 0$ | $687^{\circ} 0$ | 96 | 9．LI | $9 \cdot$ | ［＇6 | 76 | LL6．0 | 8LI＇I | 990 ${ }^{\text {I }}$ | 990 I | G | 0I |
| $008^{\circ} 0$ | $708^{\circ}$ | $682^{\circ} 0$ | 982．0 | 0\％1 | 6．0I | $\varepsilon \cdot \square$ | 6.8 | 06 | 900 ${ }^{\text {I }}$ | 98I＇I | L90．I | $\angle \mathrm{CO} 0^{\circ}$ | 7 | 0I |
| ¢g\％ 0 | 7¢ 80 | 7\％7．0 | $\angle L Z^{\circ} 0$ | 89 | 96 | $9 \cdot 9$ | L．6 | 86 | LL0＇I | モ¢ $\square^{\circ} \mathrm{I}$ |  | çI＇I | 0 S | G |
| L980 | LE\＆ 0 | 8IE0 | 0T\＆0 | $9 \cdot 9$ | \＆ 6 | $\varepsilon \cdot$ | $6 \cdot 6$ | $0 \cdot 01$ | 200 ${ }^{\text {I }}$ | $67 \square^{\prime}$ I | 0才I「I | 0もI＇I | 96 | 9 |
| 197＊0 | $67 \overbrace{}^{\circ} 0$ | 0じ＊ 0 | 007＊ 0 | 79 | 86 | $\sigma \cdot 9$ | － 6 | － 6 | 010 ${ }^{\text {I }}$ | $99 \chi^{\prime}$ I | LEL＇I | LEI＇I | GI | G |
| 999.0 | 979．0 | 709．0 | 767．0 | ธ．9 | ［＇0］ | $\sigma \cdot 9$ | 96 | 96 | 986.0 | $977^{\circ} \mathrm{I}$ | LOT＇I | L0I＇I | 0I | G |
| 2T8．0 | 0g 20 | 872.0 | LTLO | $7 \cdot 2$ | 76 | ［＇t | 9．8 | L．8 | 切0． | $997 \cdot$ I | 䛉「T | 比 ${ }^{\text {c }}$ | G | c |
| L0¢ ${ }^{\text {I }}$ | 9L7＇ | \＆LZ＇ | L\＆7＇ | ¢．0I | $8 \cdot 8$ | $\varepsilon \cdot \square$ | 9.8 | 9.8 | 760＇${ }^{\text {I }}$ | 767＊ I | 99t＇t | 991．L | $\checkmark$ | 9 |
| 696.0 | 2Iが0 | 6Iだ0 | $978^{\circ} 0$ | $\square^{\circ} \mathrm{E}$ | 9．0L | $8 \cdot 0$ | 76 | 76 | LI0＇I | $9 \pm 9^{\circ} \mathrm{I}$ | ZLZ＇I | ZLZ ${ }^{\circ}$ | 09 | 7 |
| $668^{\circ} \mathrm{I}$ | 0L9．0 | 2890 | 709．0 | L＇t | 901 | \％＇0 | $9 \cdot 8$ | 98 | L76．0 | 8Lも＇I | 791．I | 791＇I | 96 | 7 |
| 0¢8 ${ }^{\text {I }}$ | 0620 | \％1800 | 6790 | 9.7 | \＆0I | $\square^{\circ} 0$ | L0I | 201 | ¢86．0 | UtİI | 781．t | 781．L | CI | 7 |
| L $7 \%$＇\％ | \＆L60 | 090＇ | 2080 | $\square^{\circ} \mathrm{G}$ | $\varepsilon \cdot L I$ | $9 \cdot 0$ | L．6 | 26 | ¢ $866^{\circ}$ | TLE ${ }^{\circ}$ I | ¢¢L．t | ¢¢I＇I | 0I | 7 |
| 20\％¢ | ¢68 ${ }^{\circ}$ | ¢¢9．L | L9I＇I | $\angle \mathrm{C}$ | 86 | 6.0 | ［．6 | ${ }^{\circ} 6$ | L00 ${ }^{\text {I }}$ | LST ${ }^{\text {I }}$ | $807^{\prime}$ I | 807．${ }^{\text {L }}$ | 9 | 7 |
| $860{ }^{\circ} \mathrm{G}$ | 6IL＊2I | 796.7 | 6LG．gi | I．0I | \＆ 6 | $9 \cdot 8$ | 0.8 | $0 \cdot 8$ | $870 \cdot \mathrm{~L}$ | 097＊ | $987^{\circ} \mathrm{I}$ | 987＇${ }^{\text {L }}$ | $\checkmark$ | 7 |
| qn H | NINT | HGV | NGV | ${ }_{7} \mathrm{I}$ T | qn H | NINT | HGV | NGV | qn H | NUTT | HCV | INGV | u | $\bigcirc$ |
|  |  |  |  |  |  |  |  |  |  |  |  |  | sqo | s $\cap \mathrm{Sd}$ |
|  |  |  |  |  |  |  |  |  | $((g) \underline{. l p \Omega}) . \underline{L p \Omega}$ |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Table B.2:

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\begin{array}{r} \hline \operatorname{Pr}\left(\text { reject } H_{0}\right)(\%) \\ \text { Lrt } \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.196 | 1.196 | 1.414 | 1.035 | 8.7 | 8.7 | 3.5 | 8.3 | 10.8 | 12.404 | 3.117 | 15.705 | 5.371 |
| 2 | 5 | 1.128 | 1.128 | 1.368 | 1.031 | 11.3 | 11.3 | 1.1 | 10.7 | 8.6 | 1.199 | 1.800 | 1.484 | 3.557 |
| 2 | 10 | 0.985 | 0.985 | 1.204 | 0.949 | 17.0 | 17.0 | 1.1 | 11.0 | 9.7 | 0.866 | 1.371 | 1.099 | 2.725 |
| 2 | 15 | 0.911 | 0.911 | 1.099 | 0.909 | 20.4 | 20.4 | 2.2 | 11.4 | 12.8 | 0.734 | 1.283 | 0.949 | 2.421 |
| 2 | 25 | 0.836 | 0.836 | 0.985 | 0.859 | 24.2 | 24.1 | 3.1 | 9.9 | 16.8 | 0.616 | 1.198 | 0.804 | 2.116 |
| 2 | 50 | 0.902 | 0.902 | 1.001 | 0.926 | 29.5 | 29.1 | 4.6 | 10.9 | 26.2 | 0.531 | 1.251 | 0.675 | 1.838 |
| 5 | 2 | 1.147 | 1.147 | 1.272 | 1.109 | 9.6 | 9.5 | 3.1 | 9.5 | 13.4 | 1.283 | 1.264 | 1.319 | 1.368 |
| 5 | 5 | 1.097 | 1.097 | 1.235 | 1.103 | 10.1 | 10.0 | 5.4 | 7.4 | 14.1 | 0.754 | 0.794 | 0.806 | 0.917 |
| 5 | 10 | 0.968 | 0.968 | 1.090 | 1.006 | 14.0 | 13.7 | 8.3 | 9.6 | 21.7 | 0.556 | 0.601 | 0.606 | 0.700 |
| 5 | 15 | 0.919 | 0.919 | 1.030 | 0.973 | 16.0 | 15.6 | 9.8 | 9.7 | 27.2 | 0.477 | 0.525 | 0.523 | 0.613 |
| 5 | 25 | 0.938 | 0.938 | 1.017 | 0.994 | 19.5 | 18.6 | 12.9 | 11.4 | 41.2 | 0.418 | 0.479 | 0.454 | 0.546 |
| 5 | 50 | 0.980 | 0.981 | 1.016 | 1.008 | 17.3 | 14.6 | 11.3 | 10.1 | 65.5 | 0.381 | 0.455 | 0.400 | 0.485 |
| 10 | 2 | 1.069 | 1.069 | 1.156 | 1.051 | 9.5 | 9.5 | 6.6 | 9.6 | 13.7 | 0.815 | 0.820 | 0.832 | 0.844 |
| 10 | 5 | 0.940 | 0.940 | 1.004 | 0.952 | 12.7 | 12.6 | 10.3 | 11.5 | 17.6 | 0.518 | 0.529 | 0.537 | 0.564 |
| 10 | 10 | 0.936 | 0.936 | 1.008 | 0.990 | 13.9 | 13.2 | 10.1 | 9.4 | 35.6 | 0.397 | 0.413 | 0.416 | 0.447 |
| 10 | 15 | 0.951 | 0.951 | 1.012 | 1.008 | 14.4 | 13.9 | 11.0 | 9.5 | 46.4 | 0.345 | 0.364 | 0.362 | 0.392 |
| 10 | 25 | 1.017 | 1.017 | 1.048 | 1.048 | 14.5 | 13.2 | 11.4 | 11.3 | 67.2 | 0.309 | 0.331 | 0.318 | 0.346 |
| 10 | 50 | 1.057 | 1.057 | 1.066 | 1.067 | 13.1 | 10.7 | 9.9 | 9.5 | 89.6 | 0.279 | 0.302 | 0.281 | 0.306 |
| 25 | 2 | 1.012 | 1.012 | 1.061 | 1.000 | 11.1 | 11.1 | 9.6 | 10.9 | 15.0 | 0.498 | 0.500 | 0.505 | 0.504 |
| 25 | 5 | 0.921 | 0.921 | 0.936 | 0.964 | 12.4 | 12.2 | 11.5 | 10.7 | 28.5 | 0.326 | 0.329 | 0.329 | 0.344 |
| 25 | 10 | 0.920 | 0.920 | 0.933 | 0.957 | 14.3 | 14.1 | 13.1 | 12.0 | 54.7 | 0.252 | 0.257 | 0.254 | 0.266 |
| 25 | 15 | 0.938 | 0.938 | 0.948 | 0.960 | 11.6 | 10.8 | 10.7 | 10.2 | 77.1 | 0.225 | 0.230 | 0.227 | 0.235 |
| 25 | 25 | 0.981 | 0.981 | 0.983 | 0.987 | 11.3 | 10.4 | 10.4 | 10.1 | 93.1 | 0.199 | 0.205 | 0.200 | 0.206 |
| 25 | 50 | 1.059 | 1.059 | 1.059 | 1.059 | 10.0 | 9.3 | 9.5 | 9.3 | 99.4 | 0.176 | 0.181 | 0.176 | 0.181 |


| LIT＇0 | ¢LI＇0 | \＆It＇0 | \＆IL＇0 | 0 －$\ddagger$ | \＆ 6 | 6.01 | \＆II | \＆II | 770 ${ }^{\text {L }}$ | \＆\＆0＊${ }^{\text {I }}$ | L00 ${ }^{\text {I }}$ | L00 ${ }^{\text {I }}$ | 09 | 97 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ZST＊0 | 9ヵt＇0 | 9才I＇0 | LもT．0 | $9.0 \varepsilon$ | $2 \cdot 6$ | も．LI | も．LI | G．LI | LIO＇L | $800 \cdot$－ | 986．0 | 986.0 | ¢ | $9 \%$ |
| 881．0 | 08T＊0 | 781．0 | 785＊0 | 0.07 | LOI | 8．IT | G．LI | \＆II | Et6．0 | $0 \pm 6.0$ | $8760^{\circ}$ | 876.0 | ¢I | $9 \%$ |
| 9．7\％0 | 8LZ＇0 | 6LZ．0 | 07\％ 0 | g．gi | \＆ 6 | $0 \cdot 1 \mathrm{~L}$ | \＆．0I | 7．0I | 886.0 | 666.0 | 886.0 | \＆86．0 | 0I | $9 \%$ |
| 0TE＊0 | モ0¢\％ | 9080 | 908．0 | 6．II | 8.0 I | $0 \cdot$ II | 20 OL | 201 | 996．0 | 966.0 | $9860^{\circ}$ | 986.0 | 9 | 97 |
| 8Lも0 0 | L87＊0 | $087^{\circ} 0$ | 087＊0 | ち6 | 2．8 | ［．6 | 0.8 | 08 | $670{ }^{\circ} \mathrm{L}$ | 981 ${ }^{\circ}$ | 980 ${ }^{\text {I }}$ | 980́． | $\checkmark$ | $9 \%$ |
| $66{ }^{\circ} 0$ | 885＊0 | 781＊0 | L8T＊0 | F．$¢ 8$ | 6.0 I | 9．7I | $0 \cdot 81$ | $7 \cdot \varepsilon[$ | L9600 | 026.0 | $668^{\circ} 0$ | $668^{\circ} 0$ | 09 | 0I |
| 09\％＇0 | Lぃで0 | 987\％ | $987^{\circ} 0$ | ［0\％ | 8． 1 I | \％＇7I | 8．II | 6．IT | 186．0 | 990 ${ }^{\text {I }}$ | 986.0 | 986.0 | $9 \%$ | 0I |
| 8080 | \＆67＊0 | $687^{\circ} 0$ | $687^{\circ} 0$ | 6．LI | 6.6 | 8.01 | ®．0L | ®．01 | 026．0 | ¢¢0．I | ¢ $866^{\circ} 0$ | 186．0 | GI | 0I |
| 0280 | L98．0 | モ¢E0 | t¢8．0 | \＆．LI | 96 | 6．01 | 96 | 86 | 990 ${ }^{\circ}$ L | 781． | \＆It＇I | \＆İ＇t | 0I | 0I |
| 6TC．0 | $867^{\circ} 0$ | L67＊ 0 | $967^{\circ} 0$ | 96 | \＆．LI | 6.0 I | G．0I | 9．0I | 676.0 | $680{ }^{\circ} \mathrm{I}$ | $786{ }^{\circ}$ | 786．0 | 9 | 0I |
| －08．0 | $708 \cdot 0$ | L62．0 | 962.0 | I＇II | \％＇0I | LOI | 6.6 | 6.6 | 7L0＇I | 85L｀I | T20＇ | 720＇I | 7 | 0I |
| CTE＇0 | $627^{\circ} 0$ | $897^{\circ} 0$ | ¢97\％ 0 | $\chi^{\prime} 7 \%$ | $\varepsilon 6$ | 8．IT | ¢ 7 I | 9．7I | 6IT＇I | LLZ ${ }^{\circ}$ | L20＇I | L20＇I | 09 | G |
| 9680 | $67 \& \%$ | 0t80 | モ\＆\＆\％ | ［ F I | － 0 I | 8． 15 | 0.7 I | 0.75 | 理60 | 880 ${ }^{\text { }}$ | 6960 | 696．0 | 96 | 9 |
| －67＊0 | 0もも゙0 | LZ7\％ 0 | ¢ $67{ }^{\circ} 0$ | 6.6 | 06 | 96 | 76 | 76 | 980 ${ }^{\circ}$ L | L97． I | 88I＇L | 82I＇t | ¢I | G |
| L69 $9^{\circ}$ | Ltg．0 | 9z9．0 | 6TG＊0 | $7 \%$ I | $8 \cdot 6$ | G．01 | 9．0I | 9．0I | 086．0 | L9I•I | $880^{\circ} \mathrm{I}$ | 880 $0^{\circ}$ I | OI | 9 |
| 9080 | L\＆2\％ 0 | 872．0 | \＆ $82 \cdot 0$ | $0 \cdot 8$ | 6.15 | $9 \cdot$ IL | 8．LI | 8．LI | 988.0 | \＆80．${ }^{\text {I }}$ | 886.0 | \＆86．0 | 9 | G |
| L6\％＇ | 6LZ＇I | z07＇ | 06I＇I | Z•IL | 8.0 I | 8.01 | \＆\％I | 9．0I | 886.0 | 901 ${ }^{\circ} \mathrm{I}$ | $666^{\circ} 0$ | 666.0 | 7 | 9 |
| 9¢\％${ }^{\circ}$ I | 209．0 | 0L900 | ETt＇0 | \＆．0L | 8.0 I | $9 \cdot \mathrm{SL}$ | 0．2I | 0．2I | G260 | L\＆\％${ }^{\prime}$ | 7660 | －66．0 | 09 | 7 |
| 009 ${ }^{\text {L }}$ | 099＊0 | 672：0 | 089．0 | ち．9 | I＇II | $6 \cdot \mathrm{EI}$ | ［＇¢L | ［ $¢ 1$ | \＆86．0 | 0tE 1 | $690^{\circ} \mathrm{I}$ | $690^{\circ} \mathrm{I}$ | 96 | 7 |
| $990{ }^{\text {\％}}$ | \＆98＊0 | ¢96．0 | \＆GL．0 | ［ 2 | \＆．0I | I＇0I | 9．0I | 901 | 681＇L | gicis | L¢7＇${ }^{\text {L }}$ | 0¢\％${ }^{\circ}$ I | ¢I | 7 |
| 698.7 | \＆86．0 | ZII＇I | モ68．0 | ［．9 | 7．8 | D． 15 | ¢ 0 I | も0I | 976.0 | ZIE ${ }^{\text {I }}$ | L60＇I | L60＇I | 0I | 7 |
| $867^{\circ} \mathrm{E}$ | 0¢F＊${ }^{\circ}$ | ¢L9 ${ }^{\text {L }}$ | ¢LE＇I | $9 \cdot 9$ | \＆．LI | I＇IL | 6．01 | \％＇II | L70＇ I | $677^{\circ} \mathrm{I}$ | 885＇T | \＆81＇I | G | 7 |
|  | $\angle 78{ }^{\circ} \mathrm{t}$ | 976.7 | 9LE＇t | 96 | I．0I | I＇EI | 8.6 | $8 \cdot 6$ | 616．0 | $9 \pm \square^{\prime}$ I | 990＇L | 990＇I | 7 | 7 |
| $\mathrm{qn}^{\text {H }}$ | NINT | HGV | NGV | L¢T4 | $\mathrm{qn}^{\text {n }}$ | NINT | HCV | NGV | $\mathrm{qn}^{\text {n }}$ | NINT | HGV | NGV | u | 0 |
|  |  |  |  |  |  |  |  |  |  |  |  |  | sqO | s $\cap \mathrm{Sd}$ |

Figure B.2: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.05$


| $\longrightarrow$ | ADM |
| :--- | :--- |
| $\longrightarrow$ | ADH |
| $\longrightarrow$ | LM |
| $\longrightarrow$ | LMM |
| $\square$ | Huber |

Figure B.3: Confidence interval lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.01$


|  | ADM |
| :--- | :--- |
| $\square$ | ADH |
| $\square$ | LM |
| $\square$ | LMM |
| $\square$ | Huber |

Figure B.4: Confidence interval lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.05$

$c=10$


Obervations from each PSU (m)

$c=25$


|  | ADM |
| :---: | :--- |
| $\square$ | ADH |
| $\longrightarrow$ | LM |
| $\square$ | LMM |
| $\square$ | Huber |


| 781＇0 | \＆8t＇0 | 781＇0 | \＆81＇0 | L．66 | \＆ 6 | 6.8 | $\varepsilon \cdot 6$ | 68 | $\angle 96{ }^{\circ}$ | L96．0 | 2960 | 996．0 | 09 | 97 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20\％＇0 | 807＇0 | 907．0 | 807：0 | ［＇$¢ 6$ | $0 \% \mathrm{I}$ | ［＇7I | \＆\％I | 7．7I | L26．0 | $\angle 96.0$ | モ960 | モ96．0 | 96 | 97 |
| \＆¢\％＇0 | L\＆7＊0 | LZ7\％ 0 | 0¢7＇0 | 9.6 | 2.6 | $2 \cdot 01$ | I＇IL | 0．II | 726．0 | モ¢6．0 | 理60 | \＆76．0 | ¢L | 97 |
| 997\％ 0 | 69\％＇0 | モ¢Z：0 | 99\％＊0 | $9 \cdot ¢$ | 6.6 | G．LI | L．II | モ゙IL | 966．0 | 026.0 | 0¢60 | 096．0 | OI | 97 |
| 078．0 | 08¢ 0 | $678 \cdot 0$ | LE\＆＇0 | 9.67 | \＆ 8 | 96 | L．8 | 88 | TLO I | $690 \cdot$ I | 970 ${ }^{\circ}$ | 9t0 ${ }^{\circ}$ | G | 97 |
| モ09．0 | 009．0 | $867^{\circ} 0$ | L67＊0 | L．9I | 0．LI | $0 \cdot \mathrm{IL}$ | 9．0I | 9．0I | 9960 | $200{ }^{\text {I }}$ | 8960 | 8960 | 7 | 97 |
| 708．0 | z08．0 | $867^{\circ} 0$ | 008．0 | 9.88 | 7．8 | 86 | L．6 | \＆0I | 720＇L | 720 ${ }^{\text {I }}$ | ¢90 ${ }^{\circ}$ | ¢90＇ I | 09 | 0I |
| 9880 | 9780 | 6T\＆0 | 8IE0 | L－ 59 | も．LI | $8 \cdot 81$ | $\underline{L} \mathrm{CI}$ | $\square \cdot 91$ | ¢ 76.0 | 976.0 | $888^{\circ} 0$ | $288{ }^{\circ} 0$ | 96 | 0I |
| 768＊0 | 8LE0 | ¢98．0 | 898．0 | 8.97 | ${ }^{1} 6$ | 8．LI | L． FI | \％$¢ 1$ | 950＇I | Z90．I | 2860 | 28600 | GI | 0I |
| LDで0 | 07ヶ＊0 | 2070 | 907＊ 0 | 8.78 | 8.8 | 0．01 | 0．01 | 7\％ 0 | 680 ${ }^{\circ}$ | 090 ${ }^{\text {I }}$ | $986{ }^{\circ}$ | 986.0 | 0I | 0I |
| 9990 | 689．0 | $679^{\circ} 0$ | LZ9．0 | 9．8I | L．8 | 86 | $\llcorner 6$ | L．6 | $890^{\circ} \mathrm{I}$ | 0LI＇I | ธ80 ${ }^{\circ}$ | \＆¢0＇ | 9 | 0I |
| 078.0 | L¢8＊0 | LI8．0 | LI8．0 | 6.71 | 0．01 | 86 | \＆．0I | \＆．0I | ד26．0 | 920 ${ }^{\text {I }}$ | $966{ }^{\circ}$ | 966.0 | 7 | 0I |
| 987＊0 | 897＊0 | LST゙0 | 0¢が0 | 9.99 | 76 | ¢． 71 | ［＇もI | ¢＇tI | \＆70 ${ }^{\circ}$ | LE0＇I | $666{ }^{\circ}$ | 666.0 | 09 | c |
| 979.0 | L67＊0 | 087＊0 | 897＊0 | \＆ $7 \pi$ | 86 | $8 \cdot 81$ | ¢ 9.9 | ［．9I | $\angle 26.0$ | L00 ${ }^{\text {I }}$ | 616．0 | 6［6．0 | 96 | c |
| ¢L900 | モ¢g．0 | $89^{\circ} 0$ | 0z9．0 | ［ 27 | 06 | 0．IL | $\varepsilon \cdot ¢ I$ | ¢¢¢ | 920 ${ }^{\circ}$ | 0tI「I | 070 ${ }^{\circ}$ | 070 ${ }^{\circ}$ | ¢I | c |
| 1020 | L89＊0 | 909．0 | $969^{\circ} 0$ | も「LZ | 6.6 | E．LI | L． CI | 8.71 | 290＇${ }^{\text {I }}$ | GST＇I | 780 ${ }^{\circ}$ I | 780 ${ }^{\circ}$ I | OI | 9 |
| 806.0 | 778＊0 | 962．0 | －82．0 | L．GI | 76 | ［．0I | ¢．0I | 9．0I | 780 ${ }^{\circ}$ L | $8 \mathrm{~L} \mathcal{Z}^{\prime}$ I | 980 ${ }^{\circ}$ | 980 ${ }^{\circ}$ I | G | c |
| L08．I | $677^{\circ}$ I | LZ\％＇ | ¢LZ＇L | 6．II | 86 | 06 | 8.8 | 68 | 020＇L | ggz I | 67I＇I | 6ZI＇I | 7 | 9 |
| I86．${ }^{\text {I }}$ | 616．0 | 098．${ }^{\text {I }}$ | 888＊0 | 0.67 | \＆6 | ［ $7 \%$ | 4．27 | 1．27 | $680{ }^{\circ} \mathrm{I}$ | 69L＇I | DI0 ${ }^{\circ}$ I | 焐 ${ }^{\circ} \mathrm{I}$ | 09 | 7 |
| $\angle L Z^{\prime} \%$ | 996．0 | 998．${ }^{\text {L }}$ | $678{ }^{\circ} 0$ | 9．0Z | 7．8 | 6．91 | $\mathrm{C}^{\text {．}} \mathrm{L}$ | G．tz | 960 I | $977^{\prime}$ L | 970 ${ }^{\circ}$ I | CT0 I | 96 | 7 |
|  | 810．${ }^{\text {L }}$ | $67 \mathcal{E}^{\circ} \mathrm{I}$ | 006.0 | L＇tI | 7\％ 0 I | $0 \cdot 91$ | L．91 | L．9I | ¢ 90.1 | GLZ．${ }^{\text {I }}$ | L90＇I | L90＇${ }^{\circ}$ | ¢I | 7 |
| 978.7 | LDI＇I | 9TG．L | 770＊ | 9．IL | 7\％ 0 | 8． tI | 8． II | 8．tI | L60＇${ }^{\circ}$ | ¢98．${ }^{\circ}$ | 9tİI | StI＇I | 0I | 7 |
| $687^{\circ} \mathrm{E}$ | 69才＇${ }^{\text {L }}$ | ETL＇L | G98．L | 9.2 | 7＇IL |  | ［＇EI |  | 086．0 |  | 670 ${ }^{\text {I }}$ | 670 ${ }^{\circ}$ | 9 | 7 |
| $09 \mathscr{C}^{\circ} \mathrm{G}$ | 798．9 | $990 \cdot 8$ | 998．9 | 9．0I | $8 \cdot 8$ | がZI | L 2 | L：L | \＆80＇ I | LIt ${ }^{\text {a }}$ | 8LZ＇I | 8LZ＇I | 7 | 7 |
| $\mathrm{qn}^{\text {H }}$ | NINT | HGV | JCV | LYTY | qn H | NINT | HGV | JCV | qn H | NINT | HCV | NGV | u | $\bigcirc$ |
|  |  |  |  | （\％）（ ${ }^{0} H$ ！${ }^{\text {c }}$ ¢ $){ }^{\text {d }}{ }_{\text {d }}$ |  |  |  |  |  |  |  |  | sqo | $\mathrm{s} \cap \mathrm{Sd}$ |

Table B．4：Variance ratios，length and non－coverage of the $90 \%$ confidence intervals for $\beta$ ，and power of testing
Table B.5: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced data case with $\rho=0.01$

| PSUs | Obs | $E(\widehat{\operatorname{var}(\hat{\beta})) / v a r(\hat{\beta})}$ |  |  |  | Non-Coverage of CI for $\beta(\%)$ |  |  | $\operatorname{Pr}\left(\right.$ reject $\left.H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | Lrt | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.367 | 1.367 | 1.480 | 1.108 | 8.8 | 8.8 | 7.5 | 9.7 | 19.2 | 2.286 | 2.965 | 2.447 | 4.507 |
| 2 | 10 | 1.349 | 1.349 | 1.424 | 1.029 | 9.4 | 9.2 | 8.8 | 10.0 | 17.1 | 0.970 | 1.600 | 1.003 | 2.436 |
| 2 | 25 | 1.209 | 1.209 | 1.286 | 0.975 | 12.2 | 12.0 | 11.1 | 9.0 | 19.4 | 0.579 | 1.065 | 0.601 | 1.645 |
| 5 | 3 | 1.236 | 1.236 | 1.249 | 1.044 | 7.7 | 7.3 | 7.7 | 9.8 | 28.8 | 1.032 | 1.083 | 1.039 | 1.084 |
| 5 | 10 | 1.152 | 1.152 | 1.157 | 0.959 | 9.3 | 8.6 | 8.8 | 9.0 | 28.3 | 0.537 | 0.585 | 0.539 | 0.593 |
| 5 | 25 | 1.086 | 1.086 | 1.089 | 0.954 | 10.9 | 9.5 | 10.6 | 10.0 | 36.4 | 0.349 | 0.393 | 0.350 | 0.404 |
| 10 | 3 | 1.154 | 1.154 | 1.156 | 1.039 | 9.9 | 9.7 | 9.9 | 11.1 | 26.9 | 0.654 | 0.666 | 0.655 | 0.657 |
| 10 | 10 | 1.105 | 1.105 | 1.105 | 0.995 | 9.7 | 9.2 | 9.7 | 10.2 | 28.2 | 0.364 | 0.376 | 0.364 | 0.374 |
| 10 | 25 | 1.088 | 1.088 | 1.088 | 1.028 | 10.6 | 10.0 | 10.6 | 10.4 | 40.0 | 0.240 | 0.252 | 0.240 | 0.255 |
| 25 | 3 | 1.027 | 1.027 | 1.027 | 0.993 | 10.4 | 10.3 | 10.4 | 10.3 | 16.4 | 0.398 | 0.400 | 0.398 | 0.400 |
| 25 | 10 | 1.087 | 1.087 | 1.087 | 1.068 | 8.8 | 8.8 | 8.8 | 9.1 | 22.5 | 0.222 | 0.224 | 0.222 | 0.226 |
| 25 | 25 | 0.988 | 0.988 | 0.988 | 1.002 | 11.5 | 11.2 | 11.5 | 10.4 | 36.3 | 0.145 | 0.148 | 0.145 | 0.152 |
| 50 | 3 | 0.972 | 0.972 | 0.972 | 0.965 | 11.0 | 11.0 | 11.0 | 11.0 | 8.6 | 0.275 | 0.275 | 0.275 | 0.277 |
| 50 | 10 | 0.973 | 0.973 | 0.973 | 0.998 | 10.2 | 10.1 | 10.2 | 9.9 | 16.5 | 0.153 | 0.154 | 0.153 | 0.158 |
| 50 | 25 | 0.986 | 0.986 | 0.986 | 1.012 | 10.4 | 9.8 | 10.4 | 8.6 | 50.6 | 0.103 | 0.104 | 0.103 | 0.106 |

Table B.6: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced data case with $\rho=0.05$.

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / v a r(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta(\%)$ |  |  | $\operatorname{Pr}\left(\right.$ reject $\left.H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | Lrt | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.311 | 1.311 | 1.418 | 1.107 | 10.0 | 9.9 | 8.3 | 9.7 | 21.0 | 2.435 | 3.208 | 2.603 | 4.801 |
| 2 | 10 | 1.224 | 1.224 | 1.285 | 1.031 | 13.0 | 12.2 | 11.8 | 9.7 | 24.3 | 1.101 | 2.040 | 1.138 | 2.871 |
| 2 | 25 | 1.072 | 1.072 | 1.114 | 0.985 | 18.8 | 17.9 | 17.1 | 8.9 | 34.4 | 0.727 | 1.711 | 0.749 | 2.241 |
| 5 | 3 | 1.191 | 1.191 | 1.205 | 1.045 | 8.7 | 8.5 | 8.6 | 9.1 | 33.8 | 1.075 | 1.136 | 1.082 | 1.150 |
| 5 | 10 | 1.033 | 1.033 | 1.036 | 0.941 | 11.6 | 9.9 | 11.6 | 10.1 | 43.2 | 0.598 | 0.674 | 0.599 | 0.693 |
| 5 | 25 | 0.959 | 0.959 | 0.960 | 0.931 | 16.7 | 12.7 | 16.7 | 11.0 | 64.9 | 0.442 | 0.531 | 0.442 | 0.544 |
| 10 | 3 | 1.111 | 1.111 | 1.112 | 1.034 | 10.1 | 9.6 | 10.0 | 10.9 | 34.6 | 0.683 | 0.699 | 0.683 | 0.697 |
| 10 | 10 | 1.046 | 1.046 | 1.046 | 1.024 | 11.9 | 10.5 | 11.9 | 9.7 | 53.4 | 0.413 | 0.436 | 0.413 | 0.445 |
| 10 | 25 | 0.989 | 0.989 | 0.989 | 0.988 | 14.1 | 11.3 | 14.1 | 10.8 | 80.1 | 0.313 | 0.342 | 0.313 | 0.345 |
| 25 | 3 | 0.984 | 0.984 | 0.984 | 0.985 | 10.6 | 10.5 | 10.6 | 10.0 | 26.7 | 0.415 | 0.417 | 0.415 | 0.424 |
| 25 | 10 | 1.059 | 1.059 | 1.059 | 1.080 | 11.0 | 10.3 | 11.0 | 9.2 | 64.6 | 0.257 | 0.263 | 0.257 | 0.269 |
| 25 | 25 | 0.987 | 0.987 | 0.987 | 0.992 | 11.1 | 10.0 | 11.1 | 9.9 | 94.0 | 0.199 | 0.206 | 0.199 | 0.207 |
| 50 | 3 | 0.930 | 0.930 | 0.930 | 0.962 | 11.7 | 11.7 | 11.7 | 11.2 | 19.4 | 0.286 | 0.287 | 0.286 | 0.294 |
| 50 | 10 | 0.956 | 0.956 | 0.956 | 0.988 | 12.0 | 11.7 | 12.0 | 10.4 | 71.7 | 0.181 | 0.183 | 0.181 | 0.187 |
| 50 | 25 | 1.016 | 1.016 | 1.016 | 1.017 | 9.6 | 9.2 | 9.6 | 9.2 | 99.7 | 0.143 | 0.145 | 0.143 | 0.145 |

Figure B.5: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.01$
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## B.2. EXTRA TABLES AND PLOTS

Figure B.6: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.05$


Figure B.7: Confidence interval lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.01$
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Figure B.8: Confidence interval lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.05$


Figure B.9: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0$




Figure B.10: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$


Figure B.11: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.1$
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Figure B.12: Confidence interval lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0$
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Figure B.13: Confidence interval lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$
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Figure B.14: Confidence interval lengths using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.1$
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## Appendix C

Extra Tables and Plots for Chapter 4
Table C.1: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of $\sigma=\frac{1}{3}$.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\begin{array}{\|c} \hline \operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%) \\ \text { RLRT } \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.133 | 1.133 | 1.314 | 0.987 | 11.4 | 11.4 | 14.8 | 11.3 | 10.1 | 1.801 | 1.026 | 1.934 | 1.790 |
| 2 | 5 | 1.048 | 1.048 | 1.282 | 0.990 | 14.7 | 14.6 | 15.0 | 11.6 | 9.3 | 0.490 | 0.643 | 0.536 | 1.268 |
| 2 | 10 | 1.047 | 1.047 | 1.276 | 1.017 | 14.7 | 14.7 | 13.5 | 10.2 | 10.9 | 0.350 | 0.497 | 0.395 | 0.977 |
| 2 | 15 | 1.122 | 1.122 | 1.325 | 1.126 | 17.5 | 17.5 | 16.6 | 8.8 | 16.2 | 0.331 | 0.515 | 0.373 | 0.909 |
| 2 | 25 | 0.977 | 0.977 | 1.141 | 1.004 | 23.3 | 23.3 | 19.2 | 10.4 | 18.9 | 0.294 | 0.459 | 0.331 | 0.766 |
| 2 | 50 | 1.033 | 1.033 | 1.160 | 1.088 | 25.4 | 25.4 | 20.4 | 8.4 | 28.2 | 0.269 | 0.447 | 0.298 | 0.671 |
| 5 | 2 | 1.052 | 1.052 | 1.166 | 1.008 | 11.4 | 11.4 | 11.8 | 11.2 | 10.6 | 0.426 | 0.429 | 0.436 | 0.467 |
| 5 | 5 | 1.017 | 1.017 | 1.145 | 1.016 | 12.3 | 12.3 | 12.2 | 10.9 | 12.5 | 0.267 | 0.270 | 0.279 | 0.312 |
| 5 | 10 | 0.969 | 0.969 | 1.081 | 1.005 | 15.0 | 15.0 | 14.0 | 11.5 | 21.7 | 0.208 | 0.211 | 0.217 | 0.246 |
| 5 | 15 | 0.954 | 0.954 | 1.070 | 1.008 | 14.6 | 14.6 | 13.4 | 10.2 | 27.0 | 0.179 | 0.183 | 0.191 | 0.214 |
| 5 | 25 | 0.926 | 0.926 | 1.017 | 0.986 | 15.7 | 15.3 | 12.5 | 9.4 | 39.4 | 0.160 | 0.164 | 0.170 | 0.187 |
| 5 | 50 | 0.912 | 0.912 | 0.953 | 0.947 | 18.5 | 17.1 | 16.3 | 11.5 | 62.8 | 0.151 | 0.154 | 0.157 | 0.167 |
| 10 | 2 | 1.113 | 1.113 | 1.186 | 1.074 | 10.1 | 10.1 | 9.9 | 10.3 | 13.5 | 0.286 | 0.287 | 0.289 | 0.293 |
| 10 | 5 | 0.923 | 0.923 | 0.989 | 0.941 | 12.8 | 12.6 | 13.4 | 10.9 | 17.8 | 0.185 | 0.186 | 0.188 | 0.198 |
| 10 | 10 | 0.956 | 0.956 | 1.033 | 1.013 | 12.8 | 12.6 | 11.7 | 10.1 | 30.1 | 0.142 | 0.142 | 0.148 | 0.155 |
| 10 | 15 | 0.864 | 0.864 | 0.932 | 0.923 | 16.2 | 16.3 | 14.9 | 12.9 | 38.0 | 0.122 | 0.122 | 0.128 | 0.133 |
| 10 | 25 | 0.942 | 0.942 | 0.977 | 0.974 | 13.7 | 13.3 | 12.4 | 10.6 | 63.6 | 0.113 | 0.113 | 0.116 | 0.118 |
| 10 | 50 | 1.007 | 1.007 | 1.017 | 1.018 | 11.1 | 10.7 | 10.6 | 9.0 | 87.5 | 0.105 | 0.104 | 0.106 | 0.106 |
| 25 | 2 | 1.001 | 1.001 | 1.049 | 0.994 | 10.3 | 10.3 | 10.3 | 10.4 | 13.4 | 0.174 | 0.174 | 0.174 | 0.176 |
| 25 | 5 | 0.943 | 0.943 | 0.959 | 0.972 | 13.0 | 13.0 | 12.6 | 12.0 | 26.5 | 0.115 | 0.115 | 0.116 | 0.119 |
| 25 | 10 | 0.940 | 0.940 | 0.956 | 0.981 | 11.4 | 11.7 | 11.7 | 10.7 | 51.9 | 0.090 | 0.090 | 0.090 | 0.093 |
| 25 | 15 | 1.027 | 1.027 | 1.037 | 1.056 | 10.5 | 10.5 | 10.8 | 9.1 | 70.9 | 0.080 | 0.079 | 0.080 | 0.081 |
| 25 | 25 | 0.923 | 0.923 | 0.928 | 0.931 | 10.5 | 11.1 | 10.4 | 10.7 | 90.6 | 0.072 | 0.071 | 0.072 | 0.072 |
| 25 | 50 | 1.070 | 1.070 | 1.070 | 1.071 | 9.0 | 8.7 | 9.2 | 7 | 99.3 | 0.063 | 0.063 | 0.063 | 0.063 |

Table C．2：Variance ratios，average length and non－coverage of the $90 \%$ confidence intervals for $\beta$ ，and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced Log－Normal data case with $\rho=0.1, \sigma=\frac{1}{3}$

| PSUs Obs | $E(\widehat{v a r}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ | Non－Coverage of CI for $\beta(\%)$ | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |
| :---: | :---: | :--- | :--- | :--- |

 \begin{tabular}{rrrrr|rrrr|rrrrr}
c \& $\bar{m}$ \& ADM \& ADH \& LMM \& Hub \& ADM \& ADH \& LMM \& Hub \& RLRT \& ADM \& ADH \& LMM <br>
\hline 2 \& 2 \& 1.145 \& 1.145 \& 1.373 \& 1.062 \& 10.8 \& 10.8 \& 14.2 \& 10.7 \& 10.2 \& 1.868 \& 1.067 \& 2.064 <br>
\hline

 

10.4 \& 0.493 \& 0.677 \& 0.548 \& 1.338

 

15.7 \& 0.382 \& 0.599 \& 0.433 \& 1.084

 

20.6 \& 0.370 \& 0.608 \& 0.412 \& 0.979

 $\begin{array}{llllll}29.8 & 0.391 & 0.659 & 0.425 & 0.934 \\ & 0.388 & 0.641 & 0.414 & 0.824\end{array}$ $\begin{array}{llllll}14.0 & 0.433 & 0.437 & 0.446 & 0.483\end{array}$ 

14.0 \& 0.433 \& 0.35 \& 0.34 \& 0.383 <br>
22.1 \& 0.290 \& 0.295 \& 0.308 \& 0.345
\end{tabular} $\begin{array}{lllll}34.9 & 0.236 & 0.242 & 0.251 & 0.279\end{array}$ ォGZ．0 モ\＆ $\begin{array}{llllll}64.0 & 0.214 & 0.217 & 0.221 & 0.233\end{array}$

 \begin{tabular}{llll|l}
L0ع．0 \& †67．0 \& $687^{\circ} 0$ \& $887^{\circ} 0$ \& $0.2 I$

 

26.9 \& 0.193 \& 0.193 \& 0.199 \& 0.211 <br>

 

53.4 \& 0.163 \& 0.164 \& 0.168 \& 0.175 <br>
72.0 \& 0.154 \& 0.154 \& 0.157 \& 0.160
\end{tabular}

 $\begin{array}{lllll}97.9 & 0.139 & 0.137 & 0.139 & 0.137 \\ 19.6 & 0.176 & 0.176 & 0.178 & 0.180\end{array}$ | 19.6 | 0.176 | 0.176 | 0.178 | 0.180 |
| :--- | :--- | :--- | :--- | :--- |
| 48.9 | 0.124 | 0.124 | 0.125 | 0.128 | モロエ．0 モ0I．0 $\begin{array}{llllll}96.1 & 0.098 & 0.096 & 0.098 & 0.097\end{array}$

 | 100.0 | 0.082 | 0.082 | 0.082 | 0.082 |
| :--- | :--- | :--- | :--- | :--- |

Table C.3: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced Log-Normal data case with $\rho=0, \sigma=\frac{1}{2}$.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.126 | 1.126 | 1.289 | 0.960 | 11.2 | 11.2 | 14.6 | 10.2 | 10.3 | 2.370 | 1.603 | 2.639 | 2.872 |
| 2 | 5 | 1.110 | 1.110 | 1.349 | 0.938 | 13.0 | 12.9 | 12.8 | 11.8 | 4.4 | 0.710 | 0.819 | 0.766 | 1.818 |
| 2 | 10 | 1.191 | 1.191 | 1.499 | 1.065 | 10.5 | 10.5 | 10.5 | 10.0 | 3.5 | 0.488 | 0.558 | 0.555 | 1.369 |
| 2 | 15 | 1.173 | 1.173 | 1.434 | 1.010 | 11.6 | 11.5 | 12.2 | 9.4 | 4.8 | 0.407 | 0.490 | 0.454 | 1.109 |
| 2 | 25 | 1.228 | 1.228 | 1.487 | 0.999 | 8.5 | 8.5 | 10.5 | 9.3 | 4.7 | 0.316 | 0.377 | 0.347 | 0.844 |
| 2 | 50 | 1.204 | 1.204 | 1.495 | 1.047 | 9.8 | 9.8 | 10.0 | 9.5 | 5.1 | 0.228 | 0.275 | 0.257 | 0.626 |
| 5 | 2 | 1.087 | 1.087 | 1.172 | 1.002 | 13.6 | 13.7 | 12.9 | 13.6 | 10.7 | 0.689 | 0.691 | 0.690 | 0.736 |
| 5 | 5 | 1.126 | 1.126 | 1.232 | 1.016 | 10.6 | 10.4 | 11.3 | 10.4 | 6.3 | 0.420 | 0.424 | 0.426 | 0.472 |
| 5 | 10 | 1.061 | 1.061 | 1.173 | 0.957 | 10.7 | 10.8 | 11.9 | 10.8 | 5.9 | 0.294 | 0.295 | 0.298 | 0.333 |
| 5 | 15 | 1.165 | 1.165 | 1.302 | 1.068 | 9.7 | 9.7 | 10.6 | 10.5 | 5.9 | 0.244 | 0.246 | 0.251 | 0.281 |
| 5 | 25 | 1.092 | 1.093 | 1.211 | 0.969 | 9.3 | 9.2 | 9.8 | 11.6 | 7.9 | 0.190 | 0.192 | 0.196 | 0.215 |
| 5 | 50 | 1.150 | 1.150 | 1.271 | 1.014 | 8.8 | 8.8 | 8.9 | 10.6 | 6.8 | 0.135 | 0.136 | 0.138 | 0.152 |
| 10 | 2 | 1.148 | 1.148 | 1.221 | 1.091 | 10.3 | 10.2 | 10.2 | 11.3 | 10.9 | 0.460 | 0.461 | 0.462 | 0.469 |
| 10 | 5 | 1.088 | 1.088 | 1.150 | 1.035 | 10.3 | 10.3 | 11.4 | 10.8 | 8.5 | 0.295 | 0.296 | 0.295 | 0.307 |
| 10 | 10 | 1.059 | 1.059 | 1.117 | 0.979 | 10.8 | 10.9 | 11.8 | 10.7 | 5.1 | 0.204 | 0.205 | 0.203 | 0.211 |
| 10 | 15 | 1.042 | 1.042 | 1.101 | 0.959 | 10.8 | 10.8 | 10.6 | 11.4 | 9.7 | 0.170 | 0.170 | 0.170 | 0.174 |
| 10 | 25 | 1.047 | 1.047 | 1.105 | 0.954 | 9.3 | 9.5 | 10.0 | 9.6 | 7.5 | 0.130 | 0.131 | 0.130 | 0.134 |
| 10 | 50 | 0.978 | 0.978 | 1.043 | 0.909 | 12.1 | 12.1 | 12.3 | 13.1 | 8.7 | 0.093 | 0.094 | 0.094 | 0.097 |
| 25 | 2 | 1.085 | 1.085 | 1.130 | 1.048 | 11.2 | 11.1 | 11.2 | 11.1 | 10.1 | 0.287 | 0.287 | 0.285 | 0.286 |
| 25 | 5 | 1.056 | 1.056 | 1.067 | 1.008 | 8.7 | 8.7 | 10.4 | 9.1 | 9.1 | 0.183 | 0.182 | 0.180 | 0.182 |
| 25 | 10 | 0.987 | 0.987 | 0.996 | 0.935 | 11.0 | 11.0 | 11.8 | 11.1 | 7.7 | 0.128 | 0.128 | 0.126 | 0.128 |
| 25 | 15 | 1.049 | 1.049 | 1.067 | 0.999 | 10.2 | 10.2 | 10.6 | 10.0 | 8.5 | 0.106 | 0.105 | 0.105 | 0.105 |
| 25 | 25 | 1.103 | 1.103 | 1.118 | 1.060 | 8.6 | 8.6 | 10.1 | 9.6 | 9.9 | 0.082 | 0.082 | 0.081 | 0.082 |
| 25 | 50 | 1.020 | 1.020 | 1.052 | 0.972 | 10.5 | 10.4 | 10.8 | 10.7 | 7.4 | 0.058 | 0.058 | 0.057 | 0.058 |

Table C.4: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced Log-Normal data case with $\rho=0.025, \sigma=\frac{1}{2}$

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.170 | 1.170 | 1.403 | 1.074 | 13.5 | 13.5 | 14.9 | 9.5 | 10.5 | 2.562 | 1.624 | 2.945 | 3.000 |
| 2 | 5 | 1.117 | 1.117 | 1.397 | 1.066 | 13.5 | 13.1 | 13.9 | 9.5 | 7.6 | 0.763 | 0.961 | 0.849 | 2.047 |
| 2 | 10 | 1.049 | 1.049 | 1.315 | 0.984 | 13.6 | 13.6 | 13.5 | 9.7 | 6.2 | 0.531 | 0.669 | 0.606 | 1.492 |
| 2 | 15 | 0.956 | 0.956 | 1.185 | 0.904 | 16.8 | 16.8 | 16.7 | 8.6 | 7.1 | 0.436 | 0.560 | 0.493 | 1.240 |
| 2 | 25 | 1.013 | 1.013 | 1.232 | 0.991 | 17.7 | 17.7 | 16.6 | 9.5 | 11.5 | 0.388 | 0.546 | 0.439 | 1.061 |
| 2 | 50 | 0.958 | 0.958 | 1.119 | 0.973 | 23.3 | 23.3 | 19.2 | 9.8 | 17.0 | 0.328 | 0.505 | 0.368 | 0.875 |
| 5 | 2 | 1.099 | 1.099 | 1.199 | 1.033 | 12.2 | 12.2 | 13.1 | 12.9 | 10.9 | 0.694 | 0.700 | 0.707 | 0.754 |
| 5 | 5 | 1.164 | 1.164 | 1.297 | 1.133 | 11.4 | 11.4 | 10.9 | 11.4 | 11.3 | 0.437 | 0.441 | 0.451 | 0.503 |
| 5 | 10 | 1.019 | 1.019 | 1.160 | 1.046 | 13.3 | 13.2 | 12.9 | 9.9 | 12.0 | 0.314 | 0.317 | 0.330 | 0.377 |
| 5 | 15 | 1.029 | 1.029 | 1.157 | 1.037 | 13.3 | 13.1 | 12.0 | 11.5 | 16.7 | 0.268 | 0.273 | 0.282 | 0.318 |
| 5 | 25 | 1.013 | 1.013 | 1.139 | 1.056 | 16.0 | 16.0 | 13.3 | 10.6 | 22.7 | 0.224 | 0.229 | 0.239 | 0.267 |
| 5 | 50 | 0.964 | 0.964 | 1.060 | 1.024 | 17.4 | 16.6 | 14.0 | 11.0 | 36.1 | 0.185 | 0.190 | 0.197 | 0.219 |
| 10 | 2 | 1.156 | 1.156 | 1.240 | 1.121 | 9.7 | 9.7 | 10.0 | 9.9 | 10.2 | 0.461 | 0.463 | 0.465 | 0.474 |
| 10 | 5 | 0.990 | 0.990 | 1.055 | 0.971 | 13.0 | 13.0 | 13.1 | 11.7 | 11.2 | 0.295 | 0.296 | 0.297 | 0.311 |
| 10 | 10 | 1.016 | 1.016 | 1.088 | 1.029 | 12.4 | 12.4 | 11.5 | 10.5 | 16.6 | 0.216 | 0.217 | 0.220 | 0.233 |
| 10 | 15 | 0.939 | 0.939 | 1.023 | 0.982 | 12.8 | 12.8 | 12.2 | 10.7 | 23.3 | 0.185 | 0.186 | 0.193 | 0.202 |
| 10 | 25 | 0.957 | 0.957 | 1.032 | 1.019 | 13.4 | 13.5 | 11.5 | 9.7 | 35.3 | 0.154 | 0.155 | 0.160 | 0.169 |
| 10 | 50 | 1.006 | 1.007 | 1.048 | 1.046 | 11.8 | 12.3 | 10.9 | 8.8 | 60.2 | 0.133 | 0.132 | 0.137 | 0.140 |
| 25 | 2 | 1.007 | 1.007 | 1.052 | 0.990 | 11.3 | 11.2 | 11.7 | 11.4 | 11.1 | 0.287 | 0.288 | 0.286 | 0.289 |
| 25 | 5 | 0.931 | 0.931 | 0.946 | 0.943 | 11.9 | 12.1 | 12.3 | 11.3 | 14.9 | 0.184 | 0.184 | 0.183 | 0.189 |
| 25 | 10 | 0.962 | 0.962 | 0.979 | 0.990 | 10.4 | 10.5 | 10.5 | 9.9 | 26.0 | 0.137 | 0.136 | 0.137 | 0.141 |
| 25 | 15 | 0.862 | 0.862 | 0.880 | 0.902 | 12.9 | 13.1 | 12.7 | 11.2 | 39.1 | 0.117 | 0.116 | 0.118 | 0.121 |
| 25 | 25 | 1.023 | 1.023 | 1.038 | 1.059 | 9.8 | 10.0 | 10.4 | 9.1 | 59.0 | 0.099 | 0.098 | 0.099 | 0.101 |
| 25 | 50 | 1.101 | 1.101 | 1.109 | 1.112 | 8.2 | 7.4 | 8.2 | 7.2 | 89.7 | 0.083 | 0.083 | 0.084 | 0.084 |

Table C.5: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of $\sigma=\frac{1}{2}$.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.133 | 1.133 | 1.307 | 0.991 | 13.3 | 13.3 | 15.8 | 10.9 | 10.5 | 2.819 | 1.650 | 3.058 | 2.925 |
| 2 | 5 | 1.026 | 1.026 | 1.284 | 0.980 | 15.4 | 15.0 | 15.4 | 12.4 | 7.0 | 0.755 | 0.943 | 0.835 | 2.031 |
| 2 | 10 | 1.029 | 1.029 | 1.280 | 1.008 | 15.3 | 15.3 | 13.9 | 10.5 | 9.7 | 0.566 | 0.774 | 0.645 | 1.606 |
| 2 | 15 | 0.998 | 0.998 | 1.197 | 0.988 | 18.2 | 18.2 | 17.5 | 9.1 | 12.2 | 0.497 | 0.721 | 0.565 | 1.392 |
| 2 | 25 | 1.026 | 1.026 | 1.202 | 1.048 | 21.0 | 21.0 | 18.8 | 10.4 | 18.5 | 0.471 | 0.737 | 0.529 | 1.232 |
| 2 | 50 | 1.012 | 1.013 | 1.147 | 1.068 | 25.5 | 25.5 | 19.2 | 9.6 | 27.0 | 0.435 | 0.714 | 0.485 | 1.088 |
| 5 | 2 | 1.064 | 1.064 | 1.170 | 1.025 | 12.6 | 12.5 | 12.0 | 11.2 | 12.1 | 0.693 | 0.698 | 0.705 | 0.763 |
| 5 | 5 | 0.965 | 0.965 | 1.093 | 0.974 | 13.7 | 13.6 | 13.6 | 11.3 | 12.2 | 0.438 | 0.444 | 0.460 | 0.516 |
| 5 | 10 | 0.987 | 0.987 | 1.118 | 1.039 | 14.4 | 14.4 | 13.0 | 10.3 | 17.9 | 0.332 | 0.337 | 0.350 | 0.401 |
| 5 | 15 | 1.021 | 1.021 | 1.140 | 1.067 | 14.3 | 14.3 | 13.8 | 11.4 | 26.0 | 0.295 | 0.302 | 0.313 | 0.350 |
| 5 | 25 | 0.878 | 0.878 | 0.960 | 0.929 | 18.2 | 18.0 | 15.2 | 10.3 | 38.1 | 0.260 | 0.267 | 0.275 | 0.305 |
| 5 | 50 | 0.899 | 0.899 | 0.940 | 0.929 | 18.1 | 17.6 | 14.8 | 11.3 | 62.5 | 0.248 | 0.253 | 0.258 | 0.272 |
| 10 | 2 | 1.018 | 1.018 | 1.094 | 0.998 | 13.7 | 13.6 | 13.5 | 12.8 | 9.9 | 0.465 | 0.465 | 0.468 | 0.480 |
| 10 | 5 | 0.906 | 0.906 | 0.973 | 0.938 | 13.6 | 13.7 | 13.6 | 11.3 | 16.8 | 0.306 | 0.306 | 0.311 | 0.331 |
| 10 | 10 | 0.950 | 0.950 | 1.024 | 1.004 | 14.9 | 14.9 | 13.6 | 12.0 | 28.2 | 0.233 | 0.234 | 0.240 | 0.254 |
| 10 | 15 | 0.938 | 0.938 | 0.999 | 0.989 | 13.5 | 13.5 | 13.2 | 10.7 | 41.1 | 0.206 | 0.206 | 0.213 | 0.222 |
| 10 | 25 | 0.992 | 0.993 | 1.033 | 1.033 | 13.7 | 13.3 | 12.4 | 10.3 | 61.9 | 0.185 | 0.185 | 0.190 | 0.195 |
| 10 | 50 | 1.009 | 1.009 | 1.022 | 1.024 | 11.4 | 11.0 | 10.7 | 9.0 | 84.8 | 0.169 | 0.168 | 0.171 | 0.171 |
| 25 | 2 | 0.955 | 0.955 | 1.000 | 0.949 | 12.0 | 12.1 | 12.4 | 12.1 | 13.5 | 0.284 | 0.285 | 0.284 | 0.288 |
| 25 | 5 | 0.880 | 0.880 | 0.894 | 0.909 | 13.9 | 14.0 | 14.3 | 12.4 | 25.8 | 0.191 | 0.190 | 0.190 | 0.197 |
| 25 | 10 | 0.918 | 0.918 | 0.934 | 0.962 | 12.5 | 12.2 | 12.4 | 10.6 | 47.2 | 0.147 | 0.146 | 0.148 | 0.153 |
| 25 | 15 | 0.957 | 0.958 | 0.968 | 0.989 | 12.5 | 13.0 | 13.1 | 12.1 | 67.5 | 0.131 | 0.130 | 0.132 | 0.134 |
| 25 | 25 | 0.940 | 0.940 | 0.945 | 0.953 | 11.5 | 11.3 | 11.1 | 10.1 | 87.7 | 0.116 | 0.115 | 0.117 | 0.116 |
| 25 | 50 | 1.078 | 1.078 | 1.079 | 1.079 | 8.9 | 8 | 8.9 | 7 | 99.0 | 0.102 | 0.102 | 0.102 | 102 |

Table C.6: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced Log-Normal data case with $\rho=0.1, \sigma=\frac{1}{2}$.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\begin{array}{r} \operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%) \\ \text { RLRT } \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.066 | 1.066 | 1.279 | 1.004 | 13.0 | 13.0 | 15.9 | 11.2 | 10.2 | 2.914 | 1.678 | 3.245 | 3.049 |
| 2 | 5 | 0.980 | 0.980 | 1.251 | 1.020 | 15.4 | 14.6 | 17.0 | 10.2 | 9.3 | 0.743 | 1.029 | 0.845 | 2.186 |
| 2 | 10 | 0.850 | 0.850 | 1.055 | 0.896 | 22.0 | 21.8 | 19.5 | 10.3 | 13.7 | 0.594 | 0.899 | 0.688 | 1.739 |
| 2 | 15 | 1.065 | 1.065 | 1.205 | 1.077 | 24.1 | 24.1 | 20.2 | 11.7 | 21.4 | 0.624 | 1.048 | 0.691 | 1.650 |
| 2 | 25 | 0.980 | 0.980 | 1.095 | 1.016 | 27.8 | 27.8 | 23.5 | 10.5 | 27.1 | 0.587 | 0.991 | 0.645 | 1.463 |
| 2 | 50 | 0.868 | 0.868 | 0.933 | 0.899 | 31.7 | 31.4 | 24.3 | 11.9 | 38.9 | 0.605 | 1.020 | 0.650 | 1.331 |
| 5 | 2 | 1.104 | 1.104 | 1.227 | 1.091 | 11.4 | 11.4 | 11.0 | 10.5 | 11.2 | 0.695 | 0.697 | 0.714 | 0.771 |
| 5 | 5 | 0.937 | 0.937 | 1.069 | 0.993 | 14.3 | 14.2 | 14.4 | 11.7 | 17.0 | 0.450 | 0.457 | 0.477 | 0.538 |
| 5 | 10 | 0.956 | 0.956 | 1.057 | 1.011 | 17.1 | 16.8 | 13.8 | 10.2 | 33.5 | 0.383 | 0.391 | 0.406 | 0.449 |
| 5 | 15 | 0.968 | 0.969 | 1.045 | 1.030 | 16.3 | 15.7 | 13.5 | 10.9 | 47.8 | 0.365 | 0.375 | 0.386 | 0.422 |
| 5 | 25 | 1.008 | 1.008 | 1.049 | 1.040 | 14.7 | 14.4 | 11.8 | 9.8 | 63.7 | 0.351 | 0.357 | 0.363 | 0.383 |
| 5 | 50 | 1.060 | 1.060 | 1.070 | 1.069 | 12.5 | 11.3 | 10.6 | 8.6 | 84.4 | 0.349 | 0.346 | 0.352 | 0.355 |
| 10 | 2 | 0.984 | 0.984 | 1.054 | 0.982 | 13.4 | 13.4 | 13.5 | 13.0 | 15.9 | 0.469 | 0.470 | 0.473 | 0.487 |
| 10 | 5 | 0.949 | 0.949 | 1.028 | 1.019 | 14.5 | 13.9 | 14.2 | 10.8 | 27.4 | 0.320 | 0.321 | 0.331 | 0.351 |
| 10 | 10 | 0.961 | 0.961 | 1.012 | 1.007 | 13.9 | 13.9 | 12.1 | 10.1 | 51.7 | 0.269 | 0.269 | 0.276 | 0.287 |
| 10 | 15 | 0.867 | 0.867 | 0.898 | 0.899 | 14.8 | 14.3 | 13.5 | 11.5 | 67.4 | 0.248 | 0.248 | 0.254 | 0.260 |
| 10 | 25 | 0.916 | 0.916 | 0.926 | 0.927 | 15.2 | 14.5 | 13.8 | 12.5 | 86.6 | 0.237 | 0.235 | 0.239 | 0.239 |
| 10 | 50 | 0.976 | 0.976 | 0.977 | 0.977 | 10.5 | 11.2 | 10.2 | 10.9 | 97.4 | 0.225 | 0.221 | 0.225 | 0.222 |
| 25 | 2 | 0.960 | 0.960 | 1.008 | 0.965 | 12.3 | 12.0 | 12.2 | 11.6 | 17.5 | 0.288 | 0.288 | 0.290 | 0.293 |
| 25 | 5 | 0.943 | 0.943 | 0.960 | 0.989 | 12.7 | 12.6 | 13.0 | 11.1 | 46.5 | 0.205 | 0.204 | 0.206 | 0.212 |
| 25 | 10 | 1.036 | 1.036 | 1.042 | 1.053 | 10.3 | 10.5 | 10.3 | 10.1 | 83.0 | 0.173 | 0.171 | 0.173 | 0.174 |
| 25 | 15 | 0.931 | 0.931 | 0.933 | 0.935 | 10.8 | 11.2 | 10.3 | 10.8 | 94.4 | 0.159 | 0.157 | 0.159 | 0.157 |
| 25 | 25 | 0.976 | 0.976 | 0.976 | 0.976 | 9.7 | 10.0 | 9.7 | 10.0 | 99.5 | 0.145 | 0.144 | 0.145 | 0.144 |
| 25 | 50 | 1.065 | 1.066 | 1.065 | 1.066 | 8.7 | 7.7 | 8.7 | 7.7 | 100.0 | 0.133 | 0.132 | 0.133 | 0.132 |

Table C.7: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of ताल
$\|$
0 g -Normal data case with $\rho=0.05$,
Table C.8: Variance ratios, average length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of
testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced Log-Normal data case with $\rho=0.05, \sigma=\frac{2}{3}$.

| PSUs Obs | $E(\widehat{v a r}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ | Non-Coverage of CI for $\beta(\%)$ | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |
| :--- | :--- | :--- | :--- | :--- | | c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 2 | 1.092 | 1.092 | 1.309 | 1.061 | 14.9 | 14.9 | 17.5 | 12.0 | 10.5 | 4.093 | 2.438 | 4.477 |
| 4 |  |  |  |  |  |  |  |  |  |  |  |  |  | | 10.5 | 4.093 | 2.438 | 4.477 | 4.573 |
| ---: | ---: | ---: | ---: | ---: |
| 8.5 | 1.112 | 1.486 | 1.282 | 3.346 | | 8.5 | 1.112 | 1.486 | 1.282 | 3.346 |
| ---: | ---: | ---: | ---: | ---: |
| 13.8 | 0.904 | 1.369 | 1.035 | 2.636 | | 18.6 | 0.860 | 1.374 | 0.975 | 2.362 |
| :--- | :--- | :--- | :--- | :--- | :--- | | 26.6 | 0.890 | 1.497 | 0.989 | 2.253 |
| :--- | :--- | :--- | :--- | :--- |
| 37.9 | 0.873 | 1.488 | 0.946 | 1.981 |


$\begin{array}{llllll}11.2 & 1.030 & 1.037 & 1.052 & 1.150\end{array}$ | 11.2 | 1.030 | 1.037 | 1.052 | 1.150 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 17.1 | 0.692 | 0.705 | 0.728 | 0.832 | $\begin{array}{llllll}30.2 & 0.565 & 0.579 & 0.605 & 0.678\end{array}$ | 43.8 | 0.547 | 0.560 | 0.581 | 0.638 |
| :--- | :--- | :--- | :--- | :--- | LGG.0 GZc.0 0 IG.0 LOG. 0

 | 13.7 | 0.479 | 0.481 | 0.492 | 0.526 |
| :--- | :--- | :--- | :--- | :--- | $\begin{array}{lllll}46.9 & 0.399 & 0.401 & 0.412 & 0.431\end{array}$


 $\begin{array}{llllll}17.5 & 0.445 & 0.446 & 0.447 & 0.454\end{array}$

 N


Table C.9: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ <br> RLRT | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.199 | 1.199 | 1.314 | 1.005 | 11.9 | 11.8 | 10.2 | 9.7 | 19.8 | 0.788 | 1.029 | 0.845 | 1.551 |
| 2 | 10 | 0.903 | 0.903 | 0.958 | 0.812 | 21.1 | 20.7 | 19.2 | 10.1 | 27.3 | 0.400 | 0.776 | 0.417 | 1.100 |
| 2 | 25 | 1.123 | 1.123 | 1.156 | 1.072 | 22.6 | 20.9 | 21.0 | 10.7 | 41.5 | 0.296 | 0.752 | 0.304 | 0.913 |
| 5 | 3 | 1.090 | 1.090 | 1.108 | 1.006 | 11.0 | 10.5 | 11.0 | 11.1 | 37.8 | 0.374 | 0.398 | 0.378 | 0.409 |
| 5 | 10 | 1.051 | 1.051 | 1.053 | 1.014 | 15.1 | 12.0 | 15.1 | 10.8 | 60.6 | 0.235 | 0.274 | 0.235 | 0.282 |
| 5 | 25 | 1.002 | 1.002 | 1.002 | 0.997 | 14.3 | 9.8 | 14.3 | 9.0 | 81.9 | 0.189 | 0.232 | 0.189 | 0.236 |
| 10 | 3 | 1.042 | 1.042 | 1.044 | 1.002 | 9.7 | 9.5 | 9.7 | 9.2 | 40.7 | 0.246 | 0.253 | 0.246 | 0.255 |
| 10 | 10 | 1.006 | 1.006 | 1.006 | 1.000 | 13.1 | 11.1 | 13.1 | 10.2 | 72.8 | 0.163 | 0.174 | 0.163 | 0.177 |
| 10 | 25 | 1.016 | 1.017 | 1.016 | 1.017 | 12.8 | 10.6 | 12.8 | 10.4 | 94.1 | 0.134 | 0.147 | 0.134 | 0.147 |
| 25 | 3 | 0.999 | 1.000 | 1.000 | 1.018 | 10.3 | 10.2 | 10.3 | 9.6 | 36.8 | 0.150 | 0.151 | 0.150 | 0.155 |
| 25 | 10 | 0.926 | 0.927 | 0.926 | 0.936 | 12.3 | 11.3 | 12.3 | 10.4 | 87.3 | 0.102 | 0.105 | 0.102 | 0.106 |
| 25 | 25 | 1.039 | 1.039 | 1.039 | 1.039 | 10.3 | 9.4 | 10.3 | 9.4 | 99.4 | 0.086 | 0.089 | 0.086 | 0.089 |
| 50 | 3 | 0.932 | 0.932 | 0.932 | 0.981 | 12.5 | 12.4 | 12.5 | 11.2 | 36.1 | 0.103 | 0.104 | 0.103 | 0.107 |
| 50 | 10 | 0.976 | 0.976 | 0.976 | 0.979 | 10.9 | 10.5 | 10.9 | 10.5 | 97.2 | 0.074 | 0.075 | 0.074 | 0.075 |
| 50 | 25 | 0.996 | 0.996 | 0.996 | 0.996 | 9.8 | 9.3 | 9.8 | 9.3 | 100.0 | 0.061 | 0.062 | 0.061 | 0.062 |

Table C.10: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%)$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub | RLRT | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.317 | 1.317 | 1.440 | 1.012 | 11.4 | 11.2 | 10.0 | 11.3 | 15.7 | 1.155 | 1.438 | 1.239 | 2.327 |
| 2 | 10 | 1.287 | 1.287 | 1.370 | 0.946 | 10.0 | 9.6 | 9.2 | 8.6 | 13.5 | 0.535 | 0.809 | 0.555 | 1.371 |
| 2 | 25 | 1.464 | 1.464 | 1.544 | 1.085 | 8.5 | 8.4 | 7.9 | 9.1 | 15.1 | 0.330 | 0.556 | 0.341 | 0.886 |
| 5 | 3 | 1.228 | 1.228 | 1.249 | 1.080 | 10.3 | 9.9 | 10.2 | 10.2 | 24.1 | 0.583 | 0.608 | 0.588 | 0.628 |
| 5 | 10 | 1.290 | 1.290 | 1.295 | 1.045 | 9.2 | 8.3 | 9.1 | 9.7 | 23.8 | 0.311 | 0.334 | 0.311 | 0.339 |
| 5 | 25 | 1.284 | 1.284 | 1.287 | 1.044 | 9.1 | 8.5 | 9.0 | 10.1 | 23.0 | 0.196 | 0.212 | 0.196 | 0.217 |
| 10 | 3 | 1.142 | 1.142 | 1.143 | 1.010 | 8.7 | 8.3 | 8.7 | 10.1 | 22.4 | 0.386 | 0.392 | 0.386 | 0.384 |
| 10 | 10 | 1.094 | 1.094 | 1.094 | 0.951 | 10.1 | 9.3 | 10.1 | 12.0 | 21.6 | 0.212 | 0.217 | 0.212 | 0.214 |
| 10 | 25 | 1.077 | 1.077 | 1.077 | 0.940 | 9.1 | 9.0 | 9.1 | 9.6 | 19.6 | 0.133 | 0.136 | 0.133 | 0.135 |
| 25 | 3 | 1.194 | 1.194 | 1.194 | 1.127 | 7.6 | 7.6 | 7.6 | 8.2 | 12.1 | 0.237 | 0.238 | 0.237 | 0.235 |
| 25 | 10 | 1.003 | 1.003 | 1.003 | 0.940 | 9.7 | 9.6 | 9.7 | 10.2 | 13.5 | 0.130 | 0.131 | 0.130 | 0.129 |
| 25 | 25 | 1.097 | 1.097 | 1.097 | 1.013 | 8.3 | 8.2 | 8.3 | 9.1 | 11.7 | 0.082 | 0.082 | 0.082 | 0.081 |
| 50 | 3 | 1.038 | 1.038 | 1.038 | 1.018 | 10.9 | 10.8 | 10.9 | 11.0 | 6.3 | 0.162 | 0.163 | 0.162 | 0.162 |
| 50 | 10 | 0.998 | 0.998 | 0.998 | 0.962 | 9.6 | 9.6 | 9.6 | 10.1 | 5.7 | 0.090 | 0.090 | 0.090 | 0.089 |
| 50 | 25 | 1.064 | 1.064 | 1.064 | 1.022 | 8.8 | 8.8 | 8.8 | 9.7 | 9.2 | 0.057 | 0.057 | 0.057 | 0.057 |

Table C.11: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ using RLRT in the unbalanced data case with $\rho=0.025, \sigma=\frac{1}{2}$.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\begin{array}{\|r} \hline \operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%) \\ \hline \text { RLRT } \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.276 | 1.276 | 1.405 | 1.010 | 11.7 | 11.4 | 10.5 | 11.2 | 15.9 | 1.171 | 1.464 | 1.261 | 2.360 |
| 2 | 10 | 1.082 | 1.082 | 1.166 | 0.861 | 14.2 | 13.9 | 12.8 | 10.2 | 17.7 | 0.555 | 0.917 | 0.581 | 1.474 |
| 2 | 25 | 1.279 | 1.279 | 1.347 | 1.082 | 14.2 | 13.9 | 13.1 | 11.3 | 23.3 | 0.364 | 0.733 | 0.376 | 1.055 |
| 5 | 3 | 1.180 | 1.180 | 1.198 | 1.051 | 10.6 | 10.1 | 10.4 | 11.1 | 28.2 | 0.589 | 0.618 | 0.595 | 0.638 |
| 5 | 10 | 1.160 | 1.160 | 1.165 | 1.022 | 12.0 | 11.3 | 12.0 | 11.0 | 34.3 | 0.327 | 0.361 | 0.328 | 0.373 |
| 5 | 25 | 1.070 | 1.071 | 1.073 | 0.994 | 13.0 | 10.9 | 12.9 | 9.8 | 49.3 | 0.222 | 0.259 | 0.223 | 0.267 |
| 10 | 3 | 1.102 | 1.102 | 1.104 | 1.006 | 9.6 | 9.1 | 9.6 | 9.7 | 25.2 | 0.389 | 0.396 | 0.389 | 0.393 |
| 10 | 10 | 1.043 | 1.044 | 1.043 | 0.975 | 10.9 | 10.1 | 10.9 | 10.1 | 37.0 | 0.224 | 0.233 | 0.224 | 0.235 |
| 10 | 25 | 0.993 | 0.993 | 0.993 | 0.975 | 12.4 | 10.4 | 12.4 | 10.5 | 54.7 | 0.153 | 0.164 | 0.153 | 0.167 |
| 25 | 3 | 1.116 | 1.116 | 1.116 | 1.082 | 8.8 | 8.5 | 8.8 | 8.8 | 16.7 | 0.239 | 0.240 | 0.239 | 0.240 |
| 25 | 10 | 0.918 | 0.918 | 0.918 | 0.926 | 11.2 | 11.1 | 11.2 | 10.1 | 33.1 | 0.137 | 0.138 | 0.137 | 0.142 |
| 25 | 25 | 1.012 | 1.012 | 1.012 | 1.035 | 11.3 | 11.0 | 11.3 | 9.8 | 64.7 | 0.097 | 0.099 | 0.097 | 0.101 |
| 50 | 3 | 0.976 | 0.977 | 0.977 | 0.988 | 11.8 | 11.8 | 11.8 | 11.8 | 10.4 | 0.163 | 0.164 | 0.163 | 0.166 |
| 50 | 10 | 0.916 | 0.916 | 0.916 | 0.967 | 11.5 | 11.3 | 11.5 | 9.5 | 31.3 | 0.095 | 0.096 | 0.095 | 0.099 |
| 50 | 25 | 1.003 | 1.003 | 1.003 | 1.016 | 10.6 | 10.0 | 10.6 | 9.5 | 82.0 | 0.069 | 0.070 | 0.069 | 0.070 |

Table C.12: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\begin{array}{\|r\|} \hline \operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%) \\ \text { RLRT } \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.163 | 1.163 | 1.290 | 0.994 | 13.0 | 12.6 | 11.7 | 11.4 | 19.1 | 1.243 | 1.608 | 1.339 | 2.507 |
| 2 | 10 | 0.916 | 0.916 | 0.968 | 0.821 | 21.7 | 21.1 | 19.9 | 9.6 | 27.2 | 0.647 | 1.260 | 0.673 | 1.791 |
| 2 | 25 | 1.119 | 1.119 | 1.151 | 1.064 | 23.1 | 21.3 | 21.1 | 11.4 | 40.9 | 0.477 | 1.210 | 0.489 | 1.476 |
| 5 | 3 | 1.094 | 1.094 | 1.112 | 1.016 | 12.1 | 11.6 | 12.1 | 12.5 | 37.5 | 0.610 | 0.648 | 0.615 | 0.670 |
| 5 | 10 | 1.049 | 1.049 | 1.052 | 1.012 | 14.8 | 11.8 | 14.8 | 11.1 | 58.3 | 0.383 | 0.445 | 0.383 | 0.459 |
| 5 | 25 | 0.996 | 0.996 | 0.997 | 0.990 | 15.4 | 10.5 | 15.4 | 9.9 | 80.9 | 0.306 | 0.376 | 0.306 | 0.382 |
| 10 | 3 | 1.047 | 1.047 | 1.049 | 1.009 | 10.3 | 9.9 | 10.3 | 10.3 | 38.7 | 0.403 | 0.413 | 0.404 | 0.419 |
| 10 | 10 | 1.011 | 1.011 | 1.011 | 1.004 | 13.6 | 11.8 | 13.6 | 11.1 | 71.6 | 0.266 | 0.285 | 0.266 | 0.289 |
| 10 | 25 | 1.015 | 1.015 | 1.015 | 1.016 | 13.3 | 10.4 | 13.3 | 10.4 | 93.6 | 0.217 | 0.238 | 0.217 | 0.239 |
| 25 | 3 | 1.011 | 1.011 | 1.011 | 1.028 | 10.0 | 9.9 | 10.0 | 9.5 | 34.9 | 0.248 | 0.250 | 0.248 | 0.256 |
| 25 | 10 | 0.936 | 0.936 | 0.936 | 0.946 | 12.5 | 11.8 | 12.5 | 10.9 | 85.7 | 0.168 | 0.172 | 0.168 | 0.174 |
| 25 | 25 | 1.037 | 1.037 | 1.037 | 1.038 | 10.6 | 9.4 | 10.6 | 9.4 | 99.3 | 0.141 | 0.146 | 0.141 | 0.146 |
| 50 | 3 | 0.928 | 0.928 | 0.928 | 0.975 | 12.9 | 12.9 | 12.9 | 11.2 | 33.7 | 0.170 | 0.171 | 0.170 | 0.177 |
| 50 | 10 | 0.977 | 0.977 | 0.977 | 0.981 | 11.4 | 10.9 | 11.4 | 10.7 | 95.9 | 0.121 | 0.123 | 0.121 | 0.123 |
| 50 | 25 | 1.006 | 1.006 | 1.006 | 1.006 | 9.8 | 9.1 | 9.8 | 9.1 | 100.0 | 0.099 | 0.101 | 0.099 | 0.101 |

Table C.13: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ (\%) |  |  |  | $\begin{array}{\|r} \hline \operatorname{Pr}\left(\operatorname{Rej} H_{0}\right)(\%) \\ \hline \text { RLRT } \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $\bar{m}$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  | ADM | ADH | LMM | Hub |
| 2 | 3 | 1.129 | 1.129 | 1.263 | 0.981 | 16.5 | 15.8 | 15.0 | 13.2 | 18.3 | 1.785 | 2.286 | 1.929 | 3.703 |
| 2 | 10 | 0.926 | 0.926 | 0.979 | 0.833 | 22.1 | 20.9 | 20.4 | 11.8 | 26.7 | 0.954 | 1.847 | 0.993 | 2.673 |
| 2 | 25 | 1.112 | 1.113 | 1.147 | 1.056 | 23.2 | 21.5 | 21.5 | 12.1 | 39.6 | 0.703 | 1.769 | 0.721 | 2.186 |
| 5 | 3 | 1.099 | 1.099 | 1.116 | 1.028 | 14.3 | 13.9 | 14.2 | 13.2 | 36.3 | 0.910 | 0.966 | 0.918 | 1.005 |
| 5 | 10 | 1.046 | 1.047 | 1.052 | 1.007 | 14.8 | 12.5 | 14.8 | 12.6 | 56.3 | 0.573 | 0.664 | 0.575 | 0.687 |
| 5 | 25 | 0.993 | 0.993 | 0.994 | 0.985 | 16.2 | 10.7 | 16.2 | 9.8 | 79.1 | 0.455 | 0.558 | 0.455 | 0.568 |
| 10 | 3 | 1.048 | 1.048 | 1.050 | 1.011 | 11.4 | 11.1 | 11.4 | 10.4 | 36.5 | 0.608 | 0.622 | 0.608 | 0.632 |
| 10 | 10 | 1.011 | 1.011 | 1.011 | 1.004 | 13.9 | 12.3 | 13.9 | 11.7 | 68.7 | 0.401 | 0.429 | 0.401 | 0.436 |
| 10 | 25 | 1.014 | 1.014 | 1.014 | 1.015 | 13.9 | 11.6 | 13.9 | 11.4 | 91.8 | 0.323 | 0.354 | 0.323 | 0.356 |
| 25 | 3 | 1.023 | 1.023 | 1.023 | 1.038 | 10.8 | 10.7 | 10.8 | 10.1 | 32.3 | 0.378 | 0.381 | 0.378 | 0.390 |
| 25 | 10 | 0.945 | 0.945 | 0.945 | 0.957 | 13.0 | 12.2 | 13.0 | 11.6 | 82.2 | 0.253 | 0.260 | 0.253 | 0.263 |
| 25 | 25 | 1.037 | 1.037 | 1.037 | 1.037 | 10.3 | 9.4 | 10.3 | 9.4 | 99.1 | 0.210 | 0.218 | 0.210 | 0.218 |
| 50 | 3 | 0.927 | 0.927 | 0.927 | 0.974 | 12.9 | 12.9 | 12.9 | 11.8 | 30.2 | 0.259 | 0.260 | 0.259 | 0.269 |
| 50 | 10 | 0.977 | 0.977 | 0.977 | 0.985 | 11.8 | 11.1 | 11.8 | 10.9 | 93.0 | 0.182 | 0.185 | 0.182 | 0.186 |
| 50 | 25 | 1.018 | 1.018 | 1.018 | 1.018 | 9.9 | 9.4 | 9.9 | 9.4 | 100.0 | 0.149 | 0.151 | 0.149 | 0.151 |

## Appendix D

Extra Tables and Plots for Chapter 5
Table D.1: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and $\operatorname{deff} \geq 1.05$ with $\rho=0.05$, balanced data case.

| PSUs | Obs | $E(\widehat{v a r}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} p[\widehat{d e f f} \\ >1.05 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.05 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $E(\widehat{d e f f})$ |  | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.218 | 1.218 | 1.447 | 1.083 | 7.7 | 7.7 | 12.4 | 8.8 | 10.5 | 10.5 | 100.0 | 1.223 | 41.3 | 5.365 | 3.066 | 5.864 | 5.350 |
| 2 | 5 | 1.042 | 1.042 | 1.243 | 0.930 | 13.3 | 13.1 | 13.3 | 11.2 | 7.6 | 7.6 | 100.0 | 1.380 | 30.2 | 1.355 | 1.743 | 1.469 | 3.489 |
| 2 | 10 | 1.145 | 1.145 | 1.364 | 1.097 | 14.8 | 14.8 | 14.8 | 10.2 | 11.6 | 11.6 | 100.0 | 1.682 | 35.0 | 1.022 | 1.516 | 1.147 | 2.825 |
| 2 | 15 | 1.057 | 1.057 | 1.275 | 1.054 | 16.7 | 16.7 | 15.0 | 10.2 | 14.7 | 14.7 | 100.0 | 1.867 | 38.0 | 0.900 | 1.349 | 1.018 | 2.458 |
| 2 | 25 | 1.045 | 1.045 | 1.226 | 1.096 | 21.5 | 21.5 | 16.9 | 8.2 | 20.6 | 20.6 | 100.0 | 2.414 | 47.9 | 0.849 | 1.366 | 0.965 | 2.277 |
| 2 | 50 | 1.044 | 1.044 | 1.159 | 1.089 | 27.7 | 27.7 | 22.1 | 9.3 | 29.0 | 29.0 | 100.0 | 3.530 | 55.8 | 0.838 | 1.360 | 0.919 | 1.981 |
| 5 | 2 | 1.129 | 1.129 | 1.255 | 1.070 | 8.9 | 8.8 | 9.0 | 9.8 | 11.9 | 11.9 | 100.0 | 1.189 | 48.5 | 1.215 | 1.221 | 1.249 | 1.307 |
| 5 | 5 | 1.086 | 1.086 | 1.218 | 1.082 | 10.5 | 10.5 | 10.1 | 9.2 | 15.1 | 15.1 | 100.0 | 1.337 | 38.8 | 0.784 | 0.795 | 0.822 | 0.908 |
| 5 | 10 | 1.032 | 1.032 | 1.155 | 1.067 | 12.8 | 12.7 | 11.4 | 9.9 | 21.4 | 21.4 | 100.0 | 1.545 | 46.6 | 0.596 | 0.605 | 0.631 | 0.704 |
| 5 | 15 | 1.020 | 1.020 | 1.140 | 1.076 | 13.4 | 13.3 | 11.0 | 9.0 | 27.1 | 27.1 | 100.0 | 1.733 | 54.3 | 0.520 | 0.528 | 0.554 | 0.615 |
| 5 | 25 | 0.919 | 0.919 | 1.001 | 0.977 | 16.1 | 15.5 | 13.8 | 9.3 | 42.3 | 42.3 | 100.0 | 2.204 | 68.0 | 0.468 | 0.480 | 0.497 | 0.546 |
| 5 | 50 | 0.999 | 0.999 | 1.031 | 1.023 | 14.5 | 14.1 | 12.4 | 9.2 | 66.5 | 66.5 | 100.0 | 3.442 | 81.1 | 0.450 | 0.457 | 0.463 | 0.485 |
| 10 | 2 | 0.996 | 0.996 | 1.076 | 0.974 | 10.3 | 10.3 | 9.8 | 10.0 | 12.9 | 12.9 | 100.0 | 1.147 | 49.8 | 0.817 | 0.817 | 0.831 | 0.840 |
| 10 | 5 | 1.033 | 1.034 | 1.110 | 1.058 | 9.7 | 9.7 | 9.8 | 8.7 | 18.6 | 18.6 | 100.0 | 1.253 | 37.8 | 0.527 | 0.529 | 0.539 | 0.566 |
| 10 | 10 | 0.986 | 0.986 | 1.060 | 1.039 | 10.2 | 10.0 | 10.0 | 8.8 | 32.8 | 32.8 | 100.0 | 1.470 | 53.5 | 0.406 | 0.407 | 0.420 | 0.441 |
| 10 | 15 | 0.987 | 0.987 | 1.052 | 1.045 | 13.2 | 12.7 | 11.8 | 9.1 | 46.8 | 46.8 | 100.0 | 1.719 | 68.6 | 0.363 | 0.364 | 0.378 | 0.392 |
| 10 | 25 | 0.887 | 0.888 | 0.925 | 0.924 | 15.2 | 15.1 | 13.8 | 11.4 | 61.7 | 61.7 | 100.0 | 2.099 | 78.2 | 0.318 | 0.319 | 0.326 | 0.336 |
| 10 | 50 | 1.063 | 1.063 | 1.072 | 1.072 | 10.3 | 9.7 | 9.3 | 8.2 | 88.6 | 88.6 | 100.0 | 3.384 | 94.1 | 0.300 | 0.298 | 0.302 | 0.302 |
| 25 | 2 | 0.958 | 0.958 | 1.007 | 0.955 | 10.6 | 10.6 | 11.0 | 11.0 | 15.1 | 15.1 | 100.0 | 1.103 | 50.3 | 0.497 | 0.498 | 0.500 | 0.504 |
| 25 | 5 | 1.045 | 1.045 | 1.059 | 1.074 | 8.8 | 8.7 | 9.5 | 8.3 | 29.6 | 29.6 | 100.0 | 1.182 | 34.5 | 0.331 | 0.329 | 0.330 | 0.340 |
| 25 | 10 | 0.950 | 0.950 | 0.970 | 0.995 | 11.4 | 11.7 | 11.5 | 9.9 | 53.5 | 53.5 | 100.0 | 1.405 | 61.6 | 0.256 | 0.254 | 0.259 | 0.265 |
| 25 | 15 | 0.943 | 0.944 | 0.954 | 0.972 | 11.0 | 11.1 | 10.7 | 9.7 | 72.5 | 72.5 | 100.0 | 1.660 | 77.6 | 0.230 | 0.227 | 0.231 | 0.233 |
| 25 | 25 | 0.964 | 0.964 | 0.967 | 0.971 | 12.2 | 12.3 | 12.1 | 12.0 | 93.1 | 93.1 | 100.0 | 2.197 | 94.9 | 0.208 | 0.206 | 0.208 | 0.207 |
| 25 | 50 | 0.966 | 0.967 | 0.967 | 0.967 | 8.9 | 9.3 | 8.9 | 9.3 | 99.7 | 99.7 | 100.0 | 3.437 | 99.9 | 0.183 | 0.182 | 0.183 | 0.182 |

Table D.2: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing
$H_{0}: \sigma_{b}^{2}=0$ and $\operatorname{deff} \geq 1.05$ with $\rho=0.1$, balanced data case.

| PSUs |  | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} p[\widehat{d e f f} \\ >1.05 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{array}{\|c\|} \hline p[\widehat{\text { deff }} \\ >1.05 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{array}$ | $E(\widehat{\text { deff }})$ |  | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.078 | 1.078 | 1.316 | 1.044 | 8.8 | 8.8 | 12.4 | 9.8 | 12.3 | 12.3 | 100.0 | 1.256 | 44.9 | 5.750 | 3.243 | 6.586 | 5.700 |
| 2 | 5 | 1.252 | 1.252 | 1.470 | 1.217 | 2.7 | 12.5 | 12.7 | 9.1 | 14.8 | 14.8 | 100.0 | 1.574 | 39.5 | 1.699 | 2.440 | 1.84 | 4.2 |
| 2 | 10 | 0.935 | 0.935 | 1.092 | 0.934 | 1.7 | 21.7 | 18.6 | 8.7 | 16.4 | 16. | 100. | 1.893 | 41.1 | 1.136 | 1.849 | 1.27 | 3.1 |
| 2 | 15 | . 990 | 0.990 | . 125 | 1.014 | 23.3 | 3.3 | 20.0 | 10.8 | 23.1 | 23.1 | 100.0 | 2.350 | 48.5 | 1.15 | 1.94 | 1.2 | 3.034 |
| 2 | 25 | 0.987 | 0.988 | 1.094 | 1.029 | 26.8 | 6.8 | 21.7 | 8.7 | 29 | 29 | 00 | 3.234 | 56.1 | 1.159 | 1.98 | 1.27 | 2.8 |
| 2 | 50 | 1.004 | 1.004 | 1.055 | 1.029 | 31.5 | 31.1 | 24.8 | 8.3 | 44.1 | 44.1 | 100.0 | 5.435 | 66.5 | 1.268 | 2.140 | 1.33 | 2.659 |
| 5 | 2 | 0.872 | 0.872 | 0.968 | 0.850 | 11.7 | 11.7 | 11.4 | 11.7 | 14.2 | 14.2 | 00 | 1.204 | 50.5 | 1.263 | 1.275 | 1.30 | . 38 |
| 5 | 5 | 1.025 | 1.025 | 1.159 | 1.078 | 13.8 | 13.7 | 12.5 | 8.7 | 19.7 | 19.7 | 100. | 1.434 | 48.1 | 0.844 | 0.858 | 0.89 | 1.003 |
| 5 | 10 | 0.890 | 0.890 | 0.978 | 0.947 | 6.9 | 16.6 | 14.4 | 10.9 | 6.3 | 36.3 | 00. | 1.897 | 62.7 | 0.708 | 0.72 | 0.75 | . 83 |
| 5 | 15 | 0.935 | 0.935 | 1.000 | 0.981 | 16.1 | 5. 6 | 13.5 | 9.5 | . 4 | 50.4 | 100.0 | 2.3 | 72.5 | 0.66 | 0.67 | 0.6 | 75 |
| 5 | 25 | 0.9 | 0.972 | 1.00 | 1.004 | 13.6 | . 0 | 11.4 | 7.9 | 68.3 | 68.3 | 100.0 | 52 | 86.5 | 0.653 | 0.66 | 0.6 | 0.709 |
| 5 | 50 | 0.973 | 0.973 | 0.98 | 0.982 | 13.1 | 12.7 | 12.3 | 10.6 | 83.6 | 83.6 | 100.0 | 5.691 | 92.4 | 0.642 | 0.634 | 0.6 | 650 |
| 10 | 2 | 0.992 | 0.992 | 1.071 | 0.994 | 9.8 | 9.7 | 9.2 | 9.3 | 17.8 | 17.8 | 100. | 1.174 | 55.6 | 0.850 | 0.850 | 0.86 | . 882 |
| 10 | 5 | 1.055 | 1.055 | 1.120 | 1.108 | 10.8 | 10.7 | 11.1 | 8.1 | 33.9 | 33.9 | 100.0 | 1.408 | 52.1 | 0.590 | 0.589 | 0.603 | 0.634 |
| 10 | 10 | 0.980 | 0.980 | 1.029 | 1.030 | 13.1 | 12.5 | 12.1 | 9.4 | 58.2 | 58.2 | 100.0 | 1.869 | 76.7 | 0.489 | 0.490 | 0.505 | 0.521 |
| 10 | 15 | 1.020 | 1.020 | 1.045 | 1.046 | 11.2 | . 8 | 10.3 | 9.1 | 75.6 | 75.6 | 100.0 | 2.323 | 86.8 | 0.460 | 0.458 | 0.4 | . 47 |
| 10 | 25 | 0.950 | 0.95 | 0.958 | 0.960 | 12.2 | 11.6 | 11.3 | 10.2 | 89.3 | 89.3 | 100.0 | 3.283 | 94. | 0.430 | 0.428 | 0.4 | . 43 |
| 10 | 50 | 0.973 | 0.973 | 0.974 | 0.974 | 10.7 | 10.7 | 10.5 | 10.5 | 98.0 | 98.0 | 100.0 | 5.724 | 99.4 | 0.411 | 0.406 | 0.41 | 0.407 |
| 25 | 2 | 1.076 | 1.076 | 1.134 | 1.097 | 9.1 | 9.2 | 8.9 | 9.0 | .2 | 23.2 | 0.0 | 1.138 | 59.6 | 0.517 | 0.517 | 0.5 | 0.529 |
| 25 |  | 0.928 | 0.928 | 0.943 | 0.970 | 11.6 | 11.9 | 11.2 | 11.0 | 51.6 | 51.6 | 100.0 | 1.343 | 57.9 | 0.366 | 0.363 | 0.367 | 0.377 |
| 25 | 10 | 1.025 | 1.025 | 1.034 | 1.042 | 10.0 | 9.8 | 9.8 | 8.9 | 4.6 | 84.6 | 100.0 | 1.873 | 89.0 | 0.309 | 0.307 | 0.311 | 0.311 |
| 25 | 15 | 0.981 | 0.981 | 0.982 | 0.983 | 10.6 | 10.6 | 10.5 | 10.0 | 97.0 | 97.0 | 100.0 | 2.364 | 97.9 | 0.286 | 0.285 | 0.287 | 0.285 |
| 25 | 25 | 0.924 | 0.924 | 0.924 | 0.924 | 11.6 | 11.7 | 11.6 | 11.7 | 99.9 | 99.9 | 100.0 | 3.366 | 99. | 0.264 | 0.263 | 0.264 | 0.263 |
| 25 | 50 | 0.96 | 0.96 | 0.96 | 0.9 | 10 | 10. | 10.1 | 10. | 100.0 | 100. | 100.0 | 5.853 | 100.0 | 0.245 | 0.245 | 0.24 | 0.245 |

Figure D.1: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$, using adaptive using RLRT and deffle1.05.


|  | ADM |
| :---: | :---: |
| $\square$ | ADH |
| $\square$ | LM |
| $\square$ | LMM |
| $\square$ | Huber |
|  |  |

Figure D.2: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$, using adaptive using RLRT and deff $\geq 1.05$.


| $\square$ | ADM |
| :--- | :--- |
| $\longrightarrow$ | ADH |
| $\longrightarrow$ | LM |
| $\longrightarrow$ | LMM |
| $\square$ | Huber |

Table D.3: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and $\operatorname{deff} \geq 1.1$ with $\rho=0$, balanced data case.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.1 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{array}{\|l\|} \hline p[\widehat{d e f f} \\ >1.1 \& \\ \text { Rej } \left.H_{0}\right] \end{array}$ | $E(\widehat{\text { deff }})$ |  | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{c}$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.290 | 1.290 | 1.553 | 1.183 | 8.4 | 8.4 | 11.6 | 7.8 | 11.2 | 11.2 | 100.0 | 1.241 | 41.3 | 5.676 | 3.059 | 6.330 | 5.429 |
| 2 | 5 | 1.283 | 1.283 | 1.517 | 1.042 | 9.2 | 9.0 | 9.1 | 10.3 | 6.3 | 6.3 | 100.0 | 1.309 | 25.1 | 1.243 | 1.564 | 1.327 | 3.142 |
| 2 | 10 | 1.259 | 1.259 | 1.523 | 1.055 | 8.9 | 8.9 | 9.2 | 10.7 | 5.1 | 5.1 | 100.0 | 1.386 | 26.4 | 0.862 | 1.053 | 0.952 | 2.270 |
| 2 | 15 | 1.179 | 1.179 | 1.412 | 0.927 | 9.8 | 9.8 | 10.1 | 10.4 | 3.8 | 3.8 | 100.0 | 1.365 | 24.8 | 0.683 | 0.794 | 0.749 | 1.772 |
| 2 | 25 | 1.165 | 1.165 | 1.419 | 0.976 | 10.8 | 10.8 | 11.3 | 8.9 | 4.2 | 4.2 | 100.0 | 1.407 | 24.8 | 0.528 | 0.621 | 0.584 | 1.442 |
| 2 | 50 | 1.318 | 1.318 | 1.581 | 1.087 | 7.9 | 7.9 | 9.4 | 9.5 | 5.5 | 5.5 | 100.0 | 1.493 | 24.5 | 0.389 | 0.477 | 0.426 | 1.015 |
| 5 |  | 1.074 | 1.074 | 1.183 | 0.986 | 9.4 | 9.2 | 10.2 | 9.4 | 9.9 | 9.9 | 100.0 | 1.165 | 40.4 | 1.173 | 1.181 | 1.190 | 1.255 |
| 5 |  | 1.163 | 1.163 | 1.288 | 1.057 | 9.3 | 9.3 | 10.0 | 8.5 | 7.6 | 7.6 | 100.0 | 1.207 | 27.3 | 0.716 | 0.721 | 0.732 | 0.801 |
| 5 | 10 | 1.152 | 1.152 | 1.282 | 1.044 | 8.0 | 8.0 | 8.8 | 9.5 | 6.7 | 6.7 | 100.0 | 1.223 | 26.2 | 0.500 | 0.505 | 0.513 | 0.569 |
| 5 | 15 | 1.133 | 1.133 | 1.259 | 1.017 | 9.2 | 9.2 | 10.1 | 10.1 | 7.9 | 7.9 | 100.0 | 1.242 | 26.4 | 0.412 | 0.417 | 0.423 | 0.465 |
| 5 | 25 | 1.124 | 1.124 | 1.234 | 0.999 | 9.4 | 9.4 | 10.0 | 10.4 | 7.9 | 7.9 | 100.0 | 1.242 | 25.2 | 0.317 | 0.321 | 0.324 | 0.360 |
| 5 | 50 | 1.157 | 1.157 | 1.294 | 1.059 | 8.0 | 7.9 | 8.5 | 8.7 | 7.0 | 7.0 | 100.0 | 1.257 | 26.8 | 0.224 | 0.226 | 0.232 | 0.258 |
| 10 | 2 | 1.036 | 1.036 | 1.103 | 0.976 | 0.9 | 10.8 | 10.9 | 11.0 | 11.4 | 11.4 | 100.0 | 1.124 | 36.4 | 0.78 | 0.787 | 0.793 | 0.794 |
| 10 |  | 1.148 | 1.148 | 1.221 | 1.071 | 8.1 | 8.1 | 9.1 | 9.3 | 8.0 | 8.0 | 00.0 | 1.133 | 3.2 | 0.48 | 0.490 | 0.492 | 0.503 |
| 10 | 10 | 1.033 | 1.033 | 1.095 | 0.972 | 10.8 | 11.0 | 10.9 | 10.6 | 8.5 | 8.5 | 100.0 | 1.145 | 21.7 | 0.347 | 0.348 | 0.348 | 0.361 |
| 10 | 15 | 1.205 | 1.205 | 1.282 | 1.116 | . 2 | 7.1 | 8.9 | 9.1 | 8. 6 | 8.6 | 100.0 | 1.151 | 23.2 | 0.282 | 0.283 | 0.285 | 0.292 |
| 10 | 25 | 1.203 | 1.203 | 1.268 | 1.103 | 7.3 | 7.3 | 7.9 | 9.4 | 8.3 | 8.3 | 100.0 | 1.147 | 20.0 | 0.219 | 0.219 | 0.219 | 0.225 |
| 10 | 50 | 1.137 | 1.137 | 1.209 | 1.045 | 9.7 | 9.7 | 10.0 | 10.7 | 8.0 | 8.0 | 100.0 | 1.149 | 21.7 | 0.154 | 0.154 | 0.155 | 0.159 |
| 25 | 2 | 0.950 | 0.950 | 0.994 | 0.920 | 11.4 | 11.4 | 11.7 | 12.3 | 10.1 | 10.1 | 100.0 | 1.082 | 32.9 | 0.483 | 0.483 | 0.483 | 0.482 |
| 25 |  | 0.956 | 0.956 | 0.963 | 0.913 | 10.6 | 10.7 | 11.9 | 11.1 | 8.1 | 8.1 | 100.0 | 1.050 | 10.6 | 0.303 | 0.302 | 0.298 | 0.302 |
| 25 | 10 | 1.038 | 1.038 | 1.051 | 0.984 | 10.6 | 10.6 | 11.1 | 11.5 | 8.7 | 8.7 | 100.0 | 1.058 | 12.2 | 0.214 | 0.214 | 0.212 | 0.214 |
| 25 | 15 | 1.013 | 1.013 | 1.025 | 0.961 | 9.5 | 9.4 | 10.8 | 10.9 | 6.8 | 6.8 | 100.0 | 1.049 | 10.2 | 0.174 | 0.173 | 0.171 | 0.173 |
| 25 | 25 | 1.123 | 1.123 | 1.137 | 1.069 | 8.4 | 8.4 | 8.8 | 9.0 | 9.1 | 9.1 | 100.0 | 1.068 | 12.8 | 0.135 | 0.135 | 0.134 | 0.136 |
| 25 | 50 | 1.045 | 1.046 | 1.068 | 0.971 | 9.4 | 9.4 | 10.3 | 10.3 | 8.8 | 8.8 | 100.0 | 1.076 | 16.0 | 0.096 | 0.096 | 0.095 | 0.095 |

Table D.4: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{array}{\|c\|} \hline p[\widehat{d e f f} \\ >1.1 \mid \\ \left.\operatorname{Rej} H_{0}\right] \\ \hline \end{array}$ | $\begin{array}{\|c\|} \hline p[\widehat{d e f f} \\ >1.1 \& \\ \left.\operatorname{Rej} H_{0}\right] \\ \hline \end{array}$ | $E(\widehat{d e f f})$ |  | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.189 | 1.189 | 1.440 | 1.074 | 8.2 | 8.2 | 12.0 | 8.9 | 9.9 | 9.9 | 100.0 | 1.234 | 40.2 | 4.934 | 2.977 | 5.552 | 5.299 |
| 2 | 5 | 1.182 | 1.182 | 1.415 | 1.012 | 11.4 | 10.9 | 11.1 | 12.6 | 7.5 | 7.5 | 100.0 | 1.381 | 29.5 | 1.330 | 1.693 | 1.437 | 3.330 |
| 2 | 10 | 1.139 | 1.139 | 1.356 | 0.985 | 11.4 | 11.4 | 12.9 | 11.6 | 7.5 | 7.5 | 100.0 | 1.475 | 27.9 | 0.915 | 1.211 | 1.009 | 2.413 |
| 2 | 15 | 1.005 | 1.005 | 1.227 | 0.947 | 15.5 | 15.5 | 13.9 | 8.5 | 8.6 | 8.6 | 100.0 | 1.630 | 33.2 | 0.780 | 1.034 | 0.880 | 2.167 |
| 2 | 25 | 1.074 | 1.074 | 1.273 | 1.058 | 18.6 | 18.6 | 16.1 | 8.7 | 14.4 | 14.4 | 100.0 | 1.985 | 38.6 | 0.710 | 1.054 | 0.800 | 1.911 |
| 2 | 50 | 0.886 | 0.886 | 1.056 | 0.911 | 23.4 | 23.4 | 19.9 | 9.3 | 16.9 | 16.9 | 100.0 | 2.291 | 43.7 | 0.548 | 0.835 | 0.623 | 1.469 |
| 5 | , | 1.123 | 1.123 | 1.245 | 1.061 | 9.6 | 9.6 | 8.5 | 9.2 | 11.9 | 11.9 | 100.0 | 1.190 | 44.5 | 1.224 | 1.230 | 1.254 | 1.323 |
| 5 | 5 | 0.986 | 0.986 | 1.102 | 0.941 | 10.8 | 10.9 | 11.2 | 10.8 | 11.2 | 11.2 | 100.0 | 1.276 | 33.2 | 0.751 | 0.759 | 0.780 | 0.854 |
| 5 | 10 | 0.967 | 0.967 | 1.093 | 0.975 | 12.4 | 12.1 | 12.1 | 8.7 | 14.7 | 14.7 | 100.0 | 1.398 | 39.9 | 0.543 | 0.551 | 0.572 | 0.644 |
| 5 | 15 | 1.080 | 1.080 | 1.233 | 1.118 | 11.3 | 11.3 | 10.1 | 8.8 | 17.1 | 17.1 | 100.0 | 1.487 | 44.2 | 0.457 | 0.465 | 0.487 | 0.549 |
| 5 | 25 | 0.895 | 0.895 | 1.007 | 0.945 | 15.8 | 15.8 | 13.6 | 10.7 | 24.7 | 24.7 | 100.0 | 1.691 | 51.6 | 0.383 | 0.392 | 0.409 | 0.462 |
| 5 | 50 | 0.812 | 0.812 | 0.888 | 0.861 | 19.3 | 19.3 | 16.3 | 11.6 | 40.2 | 40.2 | 100.0 | 2.185 | 66.1 | 0.320 | 0.330 | 0.339 | 0.376 |
| 10 | 2 | 1.044 | 1.044 | 1.125 | 1.008 | 9.0 | 9.1 | 8.2 | 9.5 | 11.9 | 11.9 | 100.0 | 1.143 | 42.9 | 0.809 | 0.812 | 0.819 | 0.830 |
| 10 | 5 | 0.953 | 0.953 | 1.016 | 0.948 | 11.6 | 11.6 | 12.0 | 10.2 | 12.5 | 12.5 | 100.0 | 1.179 | 28.4 | 0.507 | 0.507 | 0.514 | 0.537 |
| 10 | 10 | 1.045 | 1.045 | 1.121 | 1.062 | 11.0 | 10.9 | 11.5 | 9.6 | 18.6 | 18.6 | 100.0 | 1.275 | 36.4 | 0.370 | 0.371 | 0.378 | 0.398 |
| 10 | 15 | 0.935 | 0.935 | 1.008 | 0.975 | 13.1 | 13.0 | 11.4 | 10.5 | 25.8 | 25.8 | 100.0 | 1.400 | 45.2 | 0.318 | 0.318 | 0.327 | 0.344 |
| 10 | 25 | 1.002 | 1.002 | 1.072 | 1.061 | 11.6 | 11.5 | 11.4 | 8.6 | 40.5 | 40.5 | 100.0 | 1.639 | 61.2 | 0.269 | 0.270 | 0.279 | 0.292 |
| 10 | 50 | 0.995 | 0.995 | 1.029 | 1.030 | 14.1 | 13.3 | 12.8 | 10.3 | 67.1 | 67.1 | 100.0 | 2.231 | 81.8 | 0.231 | 0.232 | 0.237 | 0.243 |
| 25 | 2 | 1.018 | 1.018 | 1.066 | 0.997 | 9.6 | 9.7 | 9.9 | 9.7 | 12.7 | 12.7 | 100.0 | 1.092 | 34.5 | 0.489 | 0.489 | 0.490 | 0.491 |
| 25 | 5 | 1.007 | 1.007 | 1.022 | 1.017 | 10.5 | 10.6 | 10.7 | 10.2 | 17.2 | 17.2 | 100.0 | 1.107 | 22.3 | 0.316 | 0.314 | 0.314 | 0.323 |
| 25 | 10 | 0.991 | 0.991 | 1.008 | 1.034 | 11.7 | 11.6 | 12.1 | 10.1 | 29.0 | 29.0 | 100.0 | 1.202 | 34.7 | 0.232 | 0.231 | 0.232 | 0.242 |
| 25 | 15 | 0.990 | 0.990 | 1.009 | 1.038 | 11.3 | 11.3 | 11.0 | 9.6 | 42.3 | 42.3 | 100.0 | 1.309 | 49.2 | 0.199 | 0.197 | 0.200 | 0.206 |
| 25 | 25 | 1.049 | 1.049 | 1.063 | 1.087 | 10.8 | 11.1 | 10.8 | 9.7 | 66.0 | 66.0 | 100.0 | 1.580 | 71.8 | 0.171 | 0.169 | 0.172 | 0.175 |
| 25 | 50 | 0.947 | 0.948 | 0.953 | 0.954 | 11.0 | 10.7 | 10.9 |  | 92.7 | 92.7 | 100.0 | 2.214 | 96.2 | 0.14 | 0.144 | 0.145 | 0.145 |

Table D.5: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and $\operatorname{def} f \geq 1.1$ with $\rho=0.05$, balanced data case

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} p[\widehat{d e f f} \\ >1.1 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\left.\begin{array}{\|c\|} \hline p[\widehat{d e f f} \\ >1.1 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{array} \right\rvert\,$ | $E(\widehat{d e f f})$ |  | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.218 | 1.218 | 1.447 | 1.083 | 7.7 | 7.7 | 12.4 | 8.8 | 10.5 | 10.5 | 100.0 | 1.223 | 38.1 | 5.365 | 3.066 | 5.864 | 5.350 |
| 2 | 5 | 1.042 | 1.042 | 1.243 | 0.930 | 13.3 | 13.1 | 13.3 | 11.2 | 7.6 | 7.6 | 100.0 | 1.380 | 30.2 | 1.355 | 1.743 | 1.469 | 3.489 |
| 2 | 10 | 1.145 | 1.145 | 1.364 | 1.097 | 14.8 | 14.8 | 14.8 | 10.2 | 11.6 | 11.6 | 100.0 | 1.682 | 35.0 | 1.022 | 1.516 | 1.147 | 2.825 |
| 2 | 15 | 1.057 | 1.057 | 1.275 | 1.054 | 16.7 | 16.7 | 15.0 | 10.2 | 14.7 | 14.7 | 100.0 | 1.867 | 38.0 | 0.900 | 1.349 | 1.018 | 2.458 |
| 2 | 25 | 1.045 | 1.045 | 1.226 | 1.096 | 21.5 | 21.5 | 16.9 | 8.2 | 20.6 | 20.6 | 100.0 | 2.414 | 47.9 | 0.849 | 1.366 | 0.965 | 2.277 |
| 2 | 50 | 1.044 | 1.044 | 1.159 | 1.089 | 27.7 | 27.7 | 22.1 | 9.3 | 29.0 | 29.0 | 100.0 | 3.530 | 55.8 | 0.838 | 1.360 | 0.919 | 1.981 |
| 5 | 2 | 1.129 | 1.129 | 1.255 | 1.070 | 8.9 | 8.8 | 9.0 | 9.8 | 11.9 | 11.9 | 100.0 | 1.189 | 45.3 | 1.215 | 1.221 | 1.249 | 1.307 |
| 5 | 5 | 1.086 | 1.086 | 1.218 | 1.082 | 10.5 | 10.5 | 10.1 | 9.2 | 15.1 | 15.1 | 100.0 | 1.337 | 38.8 | 0.784 | 0.795 | 0.822 | 0.908 |
| 5 | 10 | 1.032 | 1.032 | 1.155 | 1.067 | 12.8 | 12.7 | 11.4 | 9.9 | 21.4 | 21.4 | 100.0 | 1.545 | 46.6 | 0.596 | 0.605 | 0.631 | 0.704 |
| 5 | 15 | 1.020 | 1.020 | 1.140 | 1.076 | 13.4 | 13.3 | 11.0 | 9.0 | 27.1 | 27.1 | 100.0 | 1.733 | 54.3 | 0.520 | 0.528 | 0.554 | 0.615 |
| 5 | 25 | 0.919 | 0.919 | 1.001 | 0.977 | 16.1 | 15.5 | 13.8 | 9.3 | 42.3 | 42.3 | 100.0 | 2.204 | 68.0 | 0.468 | 0.480 | 0.497 | 0.546 |
| 5 | 50 | 0.999 | 0.999 | 1.031 | 1.023 | 14.5 | 14.1 | 12.4 | 9.2 | 66.5 | 66.5 | 100.0 | 3.442 | 81.1 | 0.450 | 0.457 | 0.463 | 0.485 |
| 10 | 2 | 0.996 | 0.996 | 1.076 | 0.974 | 10.3 | 10.3 | 9.8 | 10.0 | 12.9 | 12.9 | 100.0 | 1.147 | 44.1 | 0.817 | 0.817 | 0.831 | 0.840 |
| 10 | 5 | 1.033 | 1.034 | 1.110 | 1.058 | 9.7 | 9.7 | 9.8 | 8.7 | 18.6 | 18.6 | 100.0 | 1.253 | 37.8 | 0.527 | 0.529 | 0.539 | 0.566 |
| 10 | 10 | 0.986 | 0.986 | 1.060 | 1.039 | 10.2 | 10.0 | 10.0 | 8.8 | 32.8 | 32.8 | 100.0 | 1.470 | 53.5 | 0.406 | 0.407 | 0.420 | 0.441 |
| 10 | 15 | 0.987 | 0.987 | 1.052 | 1.045 | 13.2 | 12.7 | 11.8 | 9.1 | 46.8 | 46.8 | 100.0 | 1.719 | 68.6 | 0.363 | 0.364 | 0.378 | 0.392 |
| 10 | 25 | 0.887 | 0.888 | 0.925 | 0.924 | 15.2 | 15.1 | 13.8 | 11.4 | 61.7 | 61.7 | 100.0 | 2.099 | 78.2 | 0.318 | 0.319 | 0.326 | 0.336 |
| 10 | 50 | 1.063 | 1.063 | 1.072 | 1.072 | 10.3 | 9.7 | 9.3 | 8.2 | 88.6 | 88.6 | 100.0 | 3.384 | 94.1 | 0.300 | 0.298 | 0.302 | 0.302 |
| 25 | , | 0.958 | 0.958 | 1.007 | 0.955 | 10.6 | 10.6 | 11.0 | 11.0 | 15.1 | 15.1 | 100.0 | 1.103 | 39.6 | 0.497 | 0.498 | 0.500 | 0.504 |
| 25 | 5 | 1.045 | 1.045 | 1.059 | 1.074 | 8.8 | 8.7 | 9.5 | 8.3 | 29.6 | 29.6 | 100.0 | 1.182 | 34.5 | 0.331 | 0.329 | 0.330 | 0.340 |
| 25 | 10 | 0.950 | 0.950 | 0.970 | 0.995 | 11.4 | 11.7 | 11.5 | 9.9 | 53.5 | 53.5 | 100.0 | 1.405 | 61.6 | 0.256 | 0.254 | 0.259 | 0.265 |
| 25 | 15 | 0.943 | 0.944 | 0.954 | 0.972 | 11.0 | 11.1 | 10.7 | 9.7 | 72.5 | 72.5 | 100.0 | 1.660 | 77.6 | 0.230 | 0.227 | 0.231 | 0.233 |
| 25 | 25 | 0.964 | 0.964 | 0.967 | 0.971 | 12.2 | 12.3 | 12.1 | 12.0 | 93.1 | 93.1 | 100.0 | 2.197 | 94.9 | 0.208 | 0.206 | 0.208 | 0.207 |
| 25 | 50 | 0.966 | 0.967 | 0.967 | 0.967 | 8.9 | 9.3 | 8.9 | 9.3 | 99.7 | 99.7 | 100.0 | 3.437 | 99.9 | 0.183 | 0.182 | 0.183 | 0.182 |

Table D.6: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and $\operatorname{deff} \geq 1.1$ with $\rho=0.1$, balanced data case.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} p[\widehat{\text { deff }} \\ >1.1 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\left\|\begin{array}{c} p[\widehat{d e f f} \\ >1.1 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{array}\right\|$ | $E(\widehat{\text { deff }})$ |  | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.078 | 1.078 | 1.316 | 1.044 | 8.8 | 8.8 | 12.4 | 9.8 | 2.3 | 12.3 | 100.0 | 1.256 | 42.7 | 5.750 | 3.243 | 6.586 | 5.700 |
| 2 | 5 | 1.252 | 1.252 | 1.470 | 1.217 | 2.7 | 12.5 | 12.7 | 9.1 | 4.8 | 14.8 | 100.0 | 1.574 | 39.5 | 1.699 | 2.440 | 1.849 | 4.249 |
| 2 | 10 | 0.935 | 0.935 | 1.092 | 0.934 | 1.7 | 21.7 | 18.6 | 8.7 | 16.4 | 16.4 | 100.0 | 1.893 | 41.1 | 1.136 | 1.849 | 1.276 | 3.198 |
| 2 | 15 | 0.990 | 0.990 | 1.125 | 1.014 | 23.3 | 3.3 | 20.0 | 10.8 | 23.1 | 23.1 | 00 | 2.350 | 48.5 | . 15 | 1.94 | 1.28 | 3.0 |
| 2 | 25 | 0.987 | 0.988 | 1.094 | 1.029 | 26.8 | 26.8 | 21.7 | 8.7 | 29 | 29.8 | 100 | 3.234 | 56.1 | 1.159 | 1.984 | 1.275 | 2.839 |
| 2 | 50 | 1.004 | 1.004 | 1.055 | 1.029 | 31.5 | 31.1 | 24.8 | 8.3 | 44.1 | 44.1 | 100.0 | 5.435 | 66.5 | 1.268 | 2.140 | 1.338 | 2.659 |
| 5 | 2 | 0.872 | 0.872 | 0.968 | 0.850 | 11.7 | 11.7 | 11.4 | 11.7 | 4.2 | 14.2 | 00 | 1.204 | 47. | 1.263 | 1.275 | 1.305 | 1.388 |
| 5 | 5 | 1.025 | 1.025 | 1.159 | 1.078 | . 8 | 3.7 | 12.5 | 8.7 | 19.7 | 19.7 | 0. | 1.434 | 48.1 | 0.84 | 0.85 | 0.89 | . 003 |
| 5 | 10 | 0.890 | 0.890 | 0.978 | 0.947 | 16.9 | . 6 | 4.4 | 10.9 | 36.3 | 36.3 | 100.0 | 1.897 | 62.7 | 0.708 | 0.72 | 0.75 | 830 |
| 5 | 15 | 0.93 | 0.935 | 1.000 | 0.98 | 16.1 | 15.6 | . 5 | 9.5 | 50.4 | 50.4 | 100.0 | 2.340 | 72.5 | 0.662 | . 67 | 0.695 | \% |
| 5 | 25 | 0.97 | 0.97 | 1.00 | 1.00 | 13.6 | . 0 | 11.4 | 7.9 | 68.3 | 68.3 | 100 | 3.352 | 8.5 | 0.653 | 0.66 | 0.67 | 709 |
| 5 | 50 | 0.973 | 0.973 | 0.983 | 0.982 | 13.1 | 12.7 | 12.3 | 10.6 | 83.6 | 83 | 100.0 | 5.691 | 92.4 | 0.642 | 0.634 | 0.650 | . 650 |
| 10 | 2 | 0.992 | 0.992 | 1.071 | 0.99 | 9.8 | 9.7 | 9.2 | 9.3 | 17.8 | 17.8 | 100 | 1.174 | 49.8 | 0.850 | 0.850 | 0.865 | 0.88 |
| 10 | 5 | 1.055 | 1.055 | 1.120 | 1.108 | 10.8 | 10.7 | 11.1 | 8.1 | 33.9 | 33.9 | 100.0 | 1.408 | 52.1 | 0.590 | 0.589 | 0.603 | 0.634 |
| 10 | 10 | 0.980 | 0.980 | 1.029 | 1.030 | 13.1 | 12.5 | 12.1 | 9.4 | 58.2 | 58.2 | 100 | 1.869 | 76.7 | 0.4 | 0.490 | 0.505 | . 521 |
| 10 | 15 | 1.020 | 1.02 | 1.045 | 1.046 | 11.2 | 10.8 | 10.3 | 9.1 | 75.6 | 75.6 | 100.0 | 2.323 | 86. | 0.4 | 0.45 | 0.468 | . 473 |
| 10 | 25 | 0.950 | 0.95 | 0.9 | 0.960 | 12.2 | 11.6 | 11.3 | 10.2 | 89.3 | 89.3 | 100.0 | 3.283 | 94. | 0.4 | 0.428 | 0.433 | 0.434 |
| 10 | 50 | 0.973 | 0.973 | 0.974 | 0.974 | 10.7 | 10.7 | 10.5 | 10.5 | 8.0 | 98.0 | 100.0 | 5.724 | 99.4 | 0.4 | 0.406 | 0.411 | 0.407 |
| 25 | 2 | 1.076 | 1.076 | 1.134 | 1.097 | 9.1 | 9.2 | 8.9 | , | 3.2 | 23.2 | 0.0 | 1.138 | 49.6 | 0.517 | 0.517 | 0.524 | 0.529 |
| 25 |  | 0.928 | 0.928 | 0.943 | 0.970 | 11.6 | 11.9 | 11.2 | 11.0 | 1.6 | 51.6 | 100.0 | 1.3 | 57.9 | 0.366 | 0.363 | 0.367 | 0.377 |
| 25 | 10 | 1.025 | 1.025 | 1.034 | 1.042 | 0 | 9.8 | 9.8 | 8.9 | 84.6 | 84.6 | 100.0 | 1.873 | 89.0 | 0.309 | 0.307 | 0.311 | . 311 |
| 25 | 15 | 0.98 | 0.981 | 0.982 | 0.983 | . 6 | 10.6 | 10.5 | 10.0 | 97.0 | 97.0 | 100.0 | 2.364 | 97.9 | 0.286 | 0.285 | 0.287 | . 285 |
| 25 | 25 | 0.924 | 0.924 | 0.924 | 0.924 | 11.6 | 11.7 | 11.6 | 11.7 | . 9 | 9.9 | 100.0 | 3.366 | 99.9 | 0.264 | 0.263 | 0.264 | . 263 |
| 25 | 50 | 0. | 0.9 | 0.968 | 0.968 | 0.1 | 10.2 | 10.1 | 10.2 | 100.0 | 100 | 100. | 5.853 | 100.0 | 0.245 | 0.245 | 0.245 | 0.245 |

Figure D.3: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$, using adaptive using RLRT and deff $\geq 1.1$.


|  | ADM |
| :---: | :---: |
| $\longrightarrow$ | ADH |
| $\longrightarrow$ | LM |
| $\square$ | LMM |
| $\boxtimes$ | Huber |
|  |  |

Figure D.4: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$, using adaptive using RLRT and deff $\geq 1.1$.


| $\square$ | ADM |
| :--- | :--- |
| $\longrightarrow$ | ADH |
| $\longrightarrow$ | LM |
| $\longrightarrow$ | LMM |
| $\square$ | Huber |

Table D.7: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and $\operatorname{def} f \geq 1.2$ with $\rho=0$, balanced data case.

| PSUs | Obs |  | $(\widehat{v a r}(\hat{\beta})$ | ))/var( |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.2 \mid \\ \text { Rej } \left.H_{0}\right] \end{gathered}$ | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.2 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $E(\widehat{d e f f})$ |  | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.290 | 1.290 | 1.553 | 1.183 | 8.4 | 8.4 | 11.6 | 7.8 | 11.2 | 11.2 | 100.0 | 1.241 | 37.0 | 5.676 | 3.059 | 6.330 | 5.429 |
| 2 | 5 | 1.283 | 1.283 | 1.517 | 1.042 | 9.2 | 9.0 | 9.1 | 10.3 | 6.3 | 6.3 | 100.0 | 1.309 | 25.1 | 1.243 | 1.564 | 1.327 | 3.142 |
| 2 | 10 | 1.259 | 1.259 | 1.523 | 1.055 | 8.9 | 8.9 | 9.2 | 10.7 | 5.1 | 5.1 | 100.0 | 1.386 | 26.4 | 0.862 | 1.053 | 0.952 | 2.270 |
| 2 | 15 | 1.179 | 1.179 | 1.412 | 0.927 | 9.8 | 9.8 | 10.1 | 10.4 | 3.8 | 3.8 | 100.0 | 1.365 | 24.8 | 0.683 | 0.794 | 0.749 | 1.772 |
| 2 | 25 | 1.165 | 1.165 | 1.419 | 0.976 | 10.8 | 10.8 | 11.3 | 8.9 | 4.2 | 4.2 | 100.0 | 1.407 | 24.8 | 0.528 | 0.621 | 0.584 | 1.442 |
| 2 | 50 | 1.318 | 1.318 | 1.581 | 1.087 | 7.9 | 7.9 | 9.4 | 9.5 | 5.5 | 5.5 | 100.0 | 1.493 | 24.5 | 0.389 | 0.477 | 0.426 | 1.015 |
| 5 | 2 | 1.074 | 1.074 | 1.183 | 0.986 | 9.4 | 9.2 | 10.2 | 9.4 | 9.9 | 9.9 | 100.0 | 1.165 | 31.9 | 1.173 | 1.181 | 1.190 | 1.255 |
| 5 | 5 | 1.163 | 1.163 | 1.288 | 1.057 | 9.3 | 9.3 | 10.0 | 8.5 | 7.6 | 7.6 | 100.0 | 1.207 | 27.3 | 0.716 | 0.721 | 0.732 | 0.801 |
| 5 | 10 | 1.152 | 1.152 | 1.282 | 1.044 | 8.0 | 8.0 | 8.8 | 9.5 | 6.7 | 6.7 | 100.0 | 1.223 | 26.2 | 0.500 | 0.505 | 0.513 | 0.569 |
| 5 | 15 | 1.133 | 1.133 | 1.259 | 1.017 | 9.2 | 9.2 | 10.1 | 10.1 | 7.9 | 7.9 | 100.0 | 1.242 | 26.4 | 0.412 | 0.417 | 0.423 | 0.465 |
| 5 | 25 | 1.124 | 1.124 | 1.234 | 0.999 | 9.4 | 9.4 | 10.0 | 10.4 | 7.9 | 7.9 | 100.0 | 1.242 | 25.2 | 0.317 | 0.321 | 0.324 | 0.360 |
| 5 | 50 | 1.157 | 1.157 | 1.294 | 1.059 | 8.0 | 7.9 | 8.5 | 8.7 | 7.0 | 7.0 | 100.0 | 1.257 | 26.8 | 0.224 | 0.226 | 0.232 | 0.258 |
| 10 | 2 | 1.036 | 1.036 | 1.103 | 0.976 | 10.9 | 10.8 | 10.9 | 11.0 | 11.4 | 11.4 | 100.0 | 1.124 | 27.3 | 0.788 | 0.787 | 0.793 | 0.794 |
| 10 | 5 | 1.148 | 1.148 | 1.221 | 1.071 | 8.1 | 8.1 | 9.1 | 9.3 | 8.0 | 8.0 | 100.0 | 1.133 | 23.2 | 0.489 | 0.490 | 0.492 | 0.503 |
| 10 | 10 | 1.033 | 1.033 | 1.095 | 0.972 | 10.8 | 11.0 | 10.9 | 10.6 | 8.5 | 8.5 | 100.0 | 1.145 | 21.7 | 0.347 | 0.348 | 0.348 | 0.361 |
| 10 | 15 | 1.205 | 1.205 | 1.282 | 1.116 | 7.2 | 7.1 | 8.9 | 9.1 | 8.6 | 8.6 | 100.0 | 1.151 | 23.2 | 0.282 | 0.283 | 0.285 | 0.292 |
| 10 | 25 | 1.203 | 1.203 | 1.268 | 1.103 | 7.3 | 7.3 | 7.9 | 9.4 | 8.3 | 8.3 | 100.0 | 1.147 | 20.0 | 0.219 | 0.219 | 0.219 | 0.225 |
| 10 | 50 | 1.137 | 1.137 | 1.209 | 1.045 | 9.7 | 9.7 | 10.0 | 10.7 | 8.0 | 8.0 | 100.0 | 1.149 | 21.7 | 0.154 | 0.154 | 0.155 | 0.159 |
| 25 | 2 | 0.950 | 0.950 | 0.994 | 0.920 | 11.4 | 11.4 | 11.7 | 12.3 | 10.1 | 10.1 | 100.0 | 1.082 | 16.2 | 0.483 | 0.483 | 0.483 | 0.482 |
| 25 | 5 | 0.956 | 0.956 | 0.963 | 0.913 | 10.6 | 10.7 | 11.9 | 11.1 | 8.1 | 8.1 | 100.0 | 1.050 | 10.6 | 0.303 | 0.302 | 0.298 | 0.302 |
| 25 | 10 | 1.038 | 1.038 | 1.051 | 0.984 | 10.6 | 10.6 | 11.1 | 11.5 | 8.7 | 8.7 | 100.0 | 1.058 | 12.2 | 0.214 | 0.214 | 0.212 | 0.214 |
| 25 | 15 | 1.013 | 1.013 | 1.025 | 0.961 | 9.5 | 9.4 | 10.8 | 10.9 | 6.8 | 6.8 | 100.0 | 1.049 | 10.2 | 0.174 | 0.173 | 0.171 | 0.173 |
| 25 | 25 | 1.123 | 1.123 | 1.137 | 1.069 | 8.4 | 8.4 | 8.8 | 9.0 | 9.1 | 9.1 | 100.0 | 1.068 | 12.8 | 0.135 | 0.135 | 0.134 | 0.136 |
| 25 | 50 | 1.045 | 1.046 | 1.068 | 0.971 | 9.4 | 9.4 | 10.3 | 10.3 | 8.8 | 8.8 | 100.0 | 1.076 | 16.0 | 0.096 | 0.096 | 0.095 | 0.095 |

Table D.8: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{array}{\|c\|} \hline p[\widehat{d e f f} \\ >1.2 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{array}$ | $\begin{aligned} & p[\widehat{\text { deff }} \\ & >1.2 \& \\ & \left.\operatorname{Rej} H_{0}\right] \end{aligned}$ | $E(\widehat{d e f f})$ |  | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.189 | 1.189 | 1.440 | 1.074 | 8.2 | 8.2 | 12.0 | 8.9 | 9.9 | 9.9 | 100.0 | 1.234 | 36.2 | 4.934 | 2.977 | 5.552 | 5.299 |
| 2 | 5 | 1.182 | 1.182 | 1.415 | 1.012 | 11.4 | 10.9 | 11.1 | 12.6 | 5 | 7.5 | 100.0 | 1.381 | 29.5 | 1.330 | 1.693 | 1.437 | 3.330 |
| 2 | 10 | 1.139 | 1.139 | 1.356 | 0.985 | 11.4 | 11.4 | 12.9 | 11.6 | 7.5 | 7.5 | 100.0 | 1.475 | 27.9 | 0.915 | 1.211 | 1.009 | 2.413 |
| 2 | 15 | 1.005 | 1.005 | 1.227 | 0.947 | 15.5 | 15.5 | 13.9 | 8.5 | 8.6 | 8.6 | 100.0 | 1.630 | 33.2 | 0.780 | 1.034 | 0.880 | 2.167 |
| 2 | 25 | 1.074 | 1.074 | 1.273 | 1.058 | 18.6 | 18.6 | 16.1 | 8.7 | 14.4 | 14.4 | 100.0 | 1.985 | 38.6 | 0.710 | 1.054 | 0.800 | 1.911 |
| 2 | 50 | 0.886 | 0.886 | 1.056 | 0.911 | 23.4 | 23.4 | 19.9 | 9.3 | 16.9 | 16.9 | 100.0 | 2.291 | 43.7 | 0.548 | 0.835 | 0.623 | 1.469 |
| 5 | 2 | 1.123 | 1.123 | 1.245 | 1.061 | 9.6 | 9.6 | 8.5 | 9.2 | 11.9 | 11.9 | 100.0 | 1.190 | 36.9 | 1.224 | 1.230 | 1.254 | 1.323 |
| 5 | 5 | 0.986 | 0.986 | 1.102 | 0.941 | 10.8 | 10.9 | 11.2 | 10.8 | 11.2 | 11.2 | 100.0 | 1.276 | 33.2 | 0.751 | 0.759 | 0.780 | 0.854 |
| 5 | 10 | 0.967 | 0.967 | 1.093 | 0.975 | 12.4 | 12.1 | 12.1 | 8.7 | 14.7 | 14.7 | 100.0 | 1.398 | 39.9 | 0.543 | 0.551 | 0.572 | 0.644 |
| 5 | 15 | 1.080 | 1.080 | 1.233 | 1.118 | 11.3 | 11.3 | 10.1 | 8.8 | 17.1 | 17.1 | 100.0 | 1.487 | 44.2 | 0.457 | 0.465 | 0.487 | 0.549 |
| 5 | 25 | 0.895 | 0.895 | 1.007 | 0.945 | 15.8 | 15.8 | 13.6 | 10.7 | 24.7 | 24.7 | 100.0 | 1.691 | 51.6 | 0.383 | 0.392 | 0.409 | 0.462 |
| 5 | 50 | 0.812 | 0.812 | 0.888 | 0.861 | 19.3 | 19.3 | 16.3 | 11.6 | 40.2 | 40.2 | 100.0 | 2.185 | 66.1 | 0.320 | 0.330 | 0.339 | 0.376 |
| 10 | 2 | 1.044 | 1.044 | 1.125 | 1.008 | 9.0 | 9.1 | 8.2 | 9.5 | 11.9 | 11.9 | 100.0 | 1.143 | 30.8 | 0.809 | 0.812 | 0.819 | 0.830 |
| 10 | 5 | 0.953 | 0.953 | 1.016 | 0.948 | 11.6 | 11.6 | 12.0 | 10.2 | 12.5 | 12.5 | 100.0 | 1.179 | 28.4 | 0.507 | 0.507 | 0.514 | 0.537 |
| 10 | 10 | 1.045 | 1.045 | 1.121 | 1.062 | 11.0 | 10.9 | 11.5 | 9.6 | 18.6 | 18.6 | 100.0 | 1.275 | 36.4 | 0.370 | 0.371 | 0.378 | 0.398 |
| 10 | 15 | 0.935 | 0.935 | 1.008 | 0.975 | 13.1 | 13.0 | 11.4 | 10.5 | 25.8 | 25.8 | 100.0 | 1.400 | 45.2 | 0.318 | 0.318 | 0.327 | 0.344 |
| 10 | 25 | 1.002 | 1.002 | 1.072 | 1.061 | 11.6 | 11.5 | 11.4 | 8.6 | 40.5 | 40.5 | 100.0 | 1.639 | 61.2 | 0.269 | 0.270 | 0.279 | 0.292 |
| 10 | 50 | 0.995 | 0.995 | 1.029 | 1.030 | 14.1 | 13.3 | 12.8 | 10.3 | 67.1 | 67.1 | 100.0 | 2.231 | 81.8 | 0.231 | 0.232 | 0.237 | 0.243 |
| 25 | 2 | 1.018 | 1.018 | 1.066 | 0.997 | 9.6 | 9.7 | 9.9 | 9.7 | 12.7 | 12.7 | 100.0 | 1.092 | 18.4 | 0.489 | 0.489 | 0.490 | 0.491 |
| 25 | 5 | 1.007 | 1.007 | 1.022 | 1.017 | 10.5 | 10.6 | 10.7 | 10.2 | 17.2 | 17.2 | 100.0 | 1.107 | 22.3 | 0.316 | 0.314 | 0.314 | 0.323 |
| 25 | 10 | 0.991 | 10.991 | 1.008 | 1.034 | 11.7 | 11.6 | 12.1 | 10.1 | 29.0 | 29.0 | 100.0 | 1.202 | 34.7 | 0.232 | 0.231 | 0.232 | 0.242 |
| 25 | 15 | 0.990 | 0.990 | 1.009 | 1.038 | 11.3 | 11.3 | 11.0 | 9.6 | 42.3 | 42.3 | 100.0 | 1.309 | 49.2 | 0.199 | 0.197 | 0.200 | 0.206 |
| 25 | 25 | 1.049 | 1.049 | 1.063 | 1.087 | 10.8 | 11.1 | 10.8 | 9.7 | 66.0 | 66.0 | 100.0 | 1.580 | 71.8 | 0.171 | 0.169 | 0.172 | 0.175 |
| 25 | 50 | 0.947 | 0.948 | 0.953 | 0.954 | 11.0 | 10.7 | 10.9 | 10.7 | 92.7 | 92.7 | 100.0 | 2.214 | 96.2 | 0.144 | 0.144 | 0.145 | 0.145 |

Table D.9: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and $\operatorname{deff} \geq 1.2$ with $\rho=0.05$, balanced data case

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\begin{gathered} p[\widehat{d e f f} \\ >1.2 \mid \\ \text { Rej } \left.H_{0}\right] \end{gathered}$ | $\begin{aligned} & \hline p[\widehat{d e f f} \\ & >1.2 \& \\ & \left.\operatorname{Rej} H_{0}\right] \end{aligned}$ | $E(\widehat{d e f f})$ |  | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.218 | 1.218 | 1.447 | 1.083 | 7.7 | 7.7 | 12.4 | 8.8 | 10.5 | 10.5 | 100.0 | 1.223 | 34.6 | 5.365 | 3.066 | 5.864 | 5.350 |
| 2 | 5 | 1.042 | 1.042 | 1.243 | 0.930 | 13.3 | 13.1 | 13.3 | 11.2 | 7.6 | 7.6 | 100.0 | 1.380 | 30.2 | 1.355 | 1.743 | 1.469 | 3.489 |
| 2 | 10 | 1.145 | 1.145 | 1.364 | 1.097 | 14.8 | 14.8 | 14.8 | 10.2 | 11.6 | 11.6 | 100.0 | 1.682 | 35.0 | 1.022 | 1.516 | 1.147 | 2.825 |
| 2 | 15 | 1.057 | 1.057 | 1.275 | 1.054 | 16.7 | 16.7 | 15.0 | 10.2 | 14.7 | 14.7 | 100.0 | 1.867 | 38.0 | 0.900 | 1.349 | 1.018 | 2.458 |
| 2 | 25 | 1.045 | 1.045 | 1.226 | 1.096 | 21.5 | 21.5 | 16.9 | 8.2 | 20.6 | 20.6 | 100.0 | 2.414 | 47.9 | 0.849 | 1.366 | 0.965 | 2.277 |
| 2 | 50 | 1.044 | 1.044 | 1.159 | 1.089 | 27.7 | 27.7 | 22.1 | 9.3 | 29.0 | 29.0 | 100.0 | 3.530 | 55.8 | 0.838 | 1.360 | 0.919 | 1.981 |
| 5 | 2 | 1.129 | 1.129 | 1.255 | 1.070 | 8.9 | 8.8 | 9.0 | 9.8 | 11.9 | 11.9 | 100.0 | 1.189 | 36.7 | 1.215 | 1.221 | 1.249 | 1.307 |
| 5 | 5 | 1.086 | 1.086 | 1.218 | 1.082 | 10.5 | 10.5 | 10.1 | 9.2 | 15.1 | 15.1 | 100.0 | 1.337 | 38.8 | 0.784 | 0.795 | 0.822 | 0.908 |
| 5 | 10 | 1.032 | 1.032 | 1.155 | 1.067 | 12.8 | 12.7 | 11.4 | 9.9 | 21.4 | 21.4 | 100.0 | 1.545 | 46.6 | 0.596 | 0.605 | 0.631 | 0.704 |
| 5 | 15 | 1.020 | 1.020 | 1.140 | 1.076 | 13.4 | 13.3 | 11.0 | 9.0 | 27.1 | 27.1 | 100.0 | 1.733 | 54.3 | 0.520 | 0.528 | 0.554 | 0.615 |
| 5 | 25 | 0.919 | 0.919 | 1.001 | 0.977 | 16.1 | 15.5 | 13.8 | 9.3 | 42.3 | 42.3 | 100.0 | 2.204 | 68.0 | 0.468 | 0.480 | 0.497 | 0.546 |
| 5 | 50 | 0.999 | 0.999 | 1.031 | 1.023 | 14.5 | 14.1 | 12.4 | 9.2 | 66.5 | 66.5 | 100.0 | 3.442 | 81.1 | 0.450 | 0.457 | 0.463 | 0.485 |
| 10 | 2 | 0.996 | 0.996 | 1.076 | 0.974 | 10.3 | 10.3 | 9.8 | 10.0 | 12.9 | 12.9 | 100.0 | 1.147 | 32.0 | 0.817 | 0.817 | 0.831 | 0.840 |
| 10 | 5 | 1.033 | 1.034 | 1.110 | 1.058 | 9.7 | 9.7 | 9.8 | 8.7 | 18.6 | 18.6 | 100.0 | 1.253 | 37.8 | 0.527 | 0.529 | 0.539 | 0.566 |
| 10 | 10 | 0.986 | 0.986 | 1.060 | 1.039 | 10.2 | 10.0 | 10.0 | 8.8 | 32.8 | 32.8 | 100.0 | 1.470 | 53.5 | 0.406 | 0.407 | 0.420 | 0.441 |
| 10 | 15 | 0.987 | 0.987 | 1.052 | 1.045 | 13.2 | 12.7 | 11.8 | 9.1 | 46.8 | 46.8 | 100.0 | 1.719 | 68.6 | 0.363 | 0.364 | 0.378 | 0.392 |
| 10 | 25 | 0.887 | 0.888 | 0.925 | 0.924 | 15.2 | 15.1 | 13.8 | 11.4 | 61.7 | 61.7 | 100.0 | 2.099 | 78.2 | 0.318 | 0.319 | 0.326 | 0.336 |
| 10 | 50 | 1.063 | 1.063 | 1.072 | 1.072 | 10.3 | 9.7 | 9.3 | 8.2 | 88.6 | 88.6 | 100.0 | 3.384 | 94.1 | 0.300 | 0.298 | 0.302 | 0.302 |
| 25 | , | 0.958 | 0.958 | 1.007 | 0.955 | 10.6 | 10.6 | 11.0 | 11.0 | 15.1 | 15.1 | 100.0 | 1.103 | 22.2 | 0.497 | 0.498 | 0.500 | 0.504 |
| 25 | 5 | 1.045 | 1.045 | 1.059 | 1.074 | 8.8 | 8.7 | 9.5 | 8.3 | 29.6 | 29.6 | 100.0 | 1.182 | 34.5 | 0.331 | 0.329 | 0.330 | 0.340 |
| 25 | 10 | 0.950 | 0.950 | 0.970 | 0.995 | 11.4 | 11.7 | 11.5 | 9.9 | 53.5 | 53.5 | 100.0 | 1.405 | 61.6 | 0.256 | 0.254 | 0.259 | 0.265 |
| 25 | 15 | 0.943 | 0.944 | 0.954 | 0.972 | 11.0 | 11.1 | 10.7 | 9.7 | 72.5 | 72.5 | 100.0 | 1.660 | 77.6 | 0.230 | 0.227 | 0.231 | 0.233 |
| 25 | 25 | 0.964 | 0.964 | 0.967 | 0.971 | 12.2 | 12.3 | 12.1 | 12.0 | 93.1 | 93.1 | 100.0 | 2.197 | 94.9 | 0.208 | 0.206 | 0.208 | 0.207 |
| 25 | 50 | 0.966 | 0.967 | 0.967 | 0.967 | 8.9 | 9.3 | 8.9 | 9.3 | 99.7 | 99.7 | 100.0 | 3.437 | 99.9 | 0.183 | 0.182 | 0.183 | 0.182 |

Table D.10: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and $\operatorname{deff} \geq 1.2$ with $\rho=0.1$, balanced data case.

| Us | bs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\left\lvert\, \begin{gathered} p[\widehat{\text { deff }} \\ >1.2 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}\right.$ | $\begin{gathered} p[\widehat{d e f f} \\ >1.2 \& \\ \text { Rej } \left.H_{0}\right] \end{gathered}$ | $E(\widehat{\text { deff }})$ |  | Confidence <br> Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.078 | 1.078 | 1.316 | 1.044 | 8.8 | 8.8 | 12.4 | 9.8 | 12.3 | 12.3 | 100.0 | 1.256 | . 8 | 5.750 | 3.243 | 6.586 | 5.700 |
| 2 |  | 1.252 | 1.252 | 1.470 | 1.217 | 12.7 | 12.5 | 12.7 | 9.1 | 14.8 | 14.8 | 100.0 | 1.574 | 39.5 | 1.699 | 2.440 | 1.849 | . 249 |
| 2 | 10 | 0.935 | 0.935 | 1.092 | 0.934 | 21.7 | 21.7 | 18.6 | 8.7 | 16.4 | 16. | 100.0 | 1.893 | 41.1 | 1.136 | 1.849 | 1.276 | 198 |
| 2 | 15 | 0.990 | 0.990 | 1.125 | 1.014 | 23.3 | 23.3 | 20.0 | 10.8 | 23.1 | 23.1 | 100.0 | 2.350 | 48.5 | 1.158 | 1.940 | 1.286 | 3.034 |
| 2 | 25 | 0.987 | 0.988 | 1.094 | 1.029 | 26.8 | 26.8 | 21.7 | 8.7 | 29.8 | 29.8 | 100 | 3.234 | 56.1 | 1.159 | 1.984 | 1.275 | 2.839 |
| 2 | 50 | 1.004 | 1.004 | 1.055 | 1.029 | 31.5 | 31.1 | 24.8 | 8.3 | 44.1 | 44.1 | 100 | 5.435 | 66.5 | 1.268 | 2.140 | 1.338 | 2.659 |
| 5 |  | 0.872 | 0.872 | 0.968 | 0.85 | 11.7 | 1.7 | 11.4 | 11.7 | 14.2 | 14.2 | 100.0 | 1.204 | 38.5 | . 26 | 1.27 | 1.3 | 1.388 |
| 5 | 5 | 1. | 1. | 1.159 | 1. | 13.8 | 13.7 | 12.5 | 8.7 | 19.7 | 19.7 | 100.0 | 1.434 | 48.1 | 0.844 | 0.8 | 0.8 | 1.003 |
| 5 | 10 | 0.890 | 0. | 0. | 0. | 16.9 | 16.6 | 14.4 | 10.9 | 36.3 | 36.3 | 100.0 | 1.897 | 62.7 | 0.708 | 0.724 | 0.75 | 0.830 |
| 5 | 15 | 0.935 | 0.935 | 1.000 | 0.981 | 16.1 | 15.6 | 13.5 | 9.5 | 50.4 | 50.4 | 100.0 | 2.340 | 72.5 | 0.6 | 0.679 | 0.6 | . 752 |
| 5 | 25 | 0.972 | 0.972 | 1.007 | . 004 | 13.6 | 13.0 | 11.4 | 7.9 | 68.3 | 68.3 | 100.0 | 3.352 | 86.5 | 0.653 | 0.664 | 0.674 | 09 |
| 5 | 50 | 0.973 | 0.973 | 0.983 | 0.982 | 13.1 | 12.7 | 12.3 | 10.6 | 83.6 | 83.6 | 100.0 | 5.691 | 92.4 | 0.642 | 0.634 | 0.650 | . 650 |
| 10 | 2 | 0.992 | 0.992 | 1.071 | 0.99 | 9.8 | 9.7 | 9.2 | 9.3 | 17. | 17.8 | 100.0 | 1.174 | 37.7 | 0.850 | 0.850 | 0.865 | . 882 |
| 10 |  | 1.055 | 1.055 | 1.120 | 1.108 | 0. 8 | 10.7 | 11.1 | 8.1 | 33.9 | 33.9 | 100 | 1.40 | 52. | 0.590 | 0.589 | 0.603 | . 63 |
| 10 | 10 | 0.980 | 0.980 | 1.029 | 1.030 | 13.1 | 2.5 | 12.1 | 9.4 | 58.2 | 58.2 | 100.0 | 1.869 | 76.7 | 0.48 | 0.490 | 0.505 | . 521 |
| 10 | 15 | 1.020 | 1.020 | 1.045 | 1.046 | 11.2 | 0.8 | 10.3 | 9.1 | 75.6 | 75.6 | 100.0 | 2.323 | 86.8 | 0.4 | 0.458 | 0.46 | 0.473 |
| 10 | 25 | 0.950 | 0.950 | 0.958 | 0.960 | 12.2 | 1.6 | 1.3 | 10.2 | 89.3 | 89.3 | 100.0 | 3.283 | 94.1 | 0.4 | 0.428 | 0.4 | 0.434 |
| 10 | 50 | 0.973 | 0.973 | 0.974 | 0.974 | 10.7 | 10.7 | 10.5 | 10.5 | 98.0 | 98.0 | 100.0 | 5.72 | 99.4 | 0.411 | 0.406 | 0.411 | 0.407 |
| 25 | 2 | 1.076 | 1.076 | 1.134 | 1.09 |  | 9.2 | 8.9 | . 0 | 23.2 | 23.2 | 100.0 |  | 31.8 | 0.51 | 0.517 | 0.524 | . 529 |
| 25 | 5 | 0.928 | 0.928 | 0.943 | 0.970 | . 6 | 11.9 | 11.2 | 11.0 | 51.6 | 51.6 | 100.0 | 1.3 | 5.9 | 0.366 | 0.363 | 0.367 | . 377 |
| 25 | 10 | 1.025 | 1.025 | 1.034 | 1.04 | 10.0 | 9.8 | 9.8 | 8.9 | 84.6 | 84.6 | 100.0 | 1.873 | 89.0 | 0.309 | 0.307 | 0.311 | . 311 |
| 25 | 15 | 0.981 | 0.981 | 0.982 | 0.983 | 10.6 | 10.6 | 10.5 | 10.0 | 7.0 | 97.0 | 100.0 | 2.364 | 97.9 | 0.286 | 0.285 | 0.287 | . 285 |
| 25 | 25 | 0.924 | 0.924 | 0.924 | 0.924 | 11.6 | 11.7 | 11.6 | 11.7 | 99.9 | 99.9 | 100.0 | 3.366 | 99.9 | 0.264 | 0.263 | 0.264 | . 263 |
| 25 | 50 | 0.968 | 0.968 | 0.968 | 0.96 | 10.1 | 10.2 | 10.1 | 10.2 | 100.0 | 100.0 | 100.0 | 5.853 | 100.0 | 0.245 | 0.245 | 0.245 | 0.245 |

Figure D.5: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$, using adaptive using RLRT and deff $\geq 1.2$.


|  | ADM |
| :---: | :---: |
| $\longrightarrow$ | ADH |
| $\longrightarrow$ | LM |
| $\square$ | LMM |
| $\boxtimes$ | Huber |
|  |  |

Figure D.6: Confidence interval non-coverage using different variance estimation methods and for various values of m and $\mathrm{c}, \rho=0.025$, using adaptive using RLRT and deff $\geq 1.2$.


| $\square$ | ADM |
| :--- | :--- |
| $\longrightarrow$ | ADH |
| $\longrightarrow$ | LM |
| $\longrightarrow$ | LMM |
| $\square$ | Huber |

Figure D.7: Histograms for $\hat{\rho}$ and $\hat{\rho}$ when $H_{0}$ is rejected and accepted and $\widehat{d e f f}$ when $H_{0}$ is rejected $(\mathrm{c}=10, \mathrm{~m}=2, \rho=0.025)$


Figure D.8: Histograms for $\hat{\rho}$ and $\hat{\rho}$ when $H_{0}$ is rejected and accepted and $\widehat{d e f f}$ when $H_{0}$ is rejected $(\mathrm{c}=10, \mathrm{~m}=10, \rho=0.025)$

Table D.11: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and $\widehat{\operatorname{deff}} \geq 1.5$ with $\rho=0.05$, balanced data case.

| PSUs | Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  |  |  | Non-Coverage of CI for $\beta$ |  |  |  | RLRT | $\left\lvert\, \begin{gathered} \hline p[\widehat{d e f f} \\ >1.5 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}\right.$ | $\begin{array}{\|l\|} \hline p[\widehat{d e f f} \\ >1.5 \& \\ \text { Rej } \left.H_{0}\right] \end{array}$ | $E(\widehat{d e f f})$ | $\begin{gathered} \hline p[\widehat{d e f f} \\ >1.5] \end{gathered}$ | Confidence <br> Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | $m$ | ADM | ADH | LMM | Hub | ADM | ADH | LMM | Hub |  |  |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 2 | 1.218 | 1.218 | 1.447 | 1.0 | 7.7 | 7.7 | 12.4 | . 8 | 10 | 10.5 | 100.0 | 1.2 | . 0 | 5.365 | 3.066 | 5.864 | 5.350 |
| 2 | 5 | 1.042 | 1.042 | 1.243 | 0.930 | 3.3 | 13.1 | 13.3 | 11.2 | 7.6 | 7.6 | 100.0 | 1.380 | . 3 | 1.355 | 1.743 | 1.469 | 3.489 |
| 2 | 10 | 1.145 | 1.145 | 1.364 | 1.097 | 14.8 | 14.8 | 14.8 | 10.2 | 11.6 | 11.6 | 100.0 | 1.682 | 31.8 | 1.022 | 1.516 | 1.147 | 2.825 |
| 2 | 15 | 1.057 | 1.057 | 1.275 | 1.054 | 16.7 | 16.7 | 15.0 | 10.2 | 14.7 | 14.7 | 100.0 | 1.867 | 34.9 | 0.900 | 1.349 | 1.018 | 2.458 |
| 2 | 25 | 1.045 | 1.045 | 1.226 | 1.096 | 21.5 | 21.5 | 16.9 | 8.2 | 20.6 | 20.6 | 100.0 | 2.41 | 44.5 | 0.8 | 1.366 | 0.965 | . 277 |
| 2 | 50 | 1.044 | 1.044 | 1.159 | .08 | 27.7 | 27.7 | 22.1 | 9.3 | 29.0 | . 0 | 100.0 | 3.530 | 53.6 | 0.83 | 1.360 | 0.91 | . 981 |
| 5 | 2 | 1.129 | 1.129 | 1.255 | 1.070 | 8.9 | 8.8 | 9.0 | 9.8 | 11.9 | 11.9 | 100.0 | 1.18 | 13.6 | 1.215 | 1.221 | 1.249 | 1.307 |
| 5 | 5 | 1.086 | 1.086 | 1.218 | 1.082 | 10.5 | 10.5 | 10.1 | 9.2 | 15.1 | 15.1 | 100.0 | 1.337 | 30.7 | 0.784 | 0.795 | 0.822 | 0.908 |
| 5 | 10 | 1.032 | 1.032 | 1.155 | 1.067 | 12.8 | 12.7 | 11.4 | 9.9 | 21.4 | 21.4 | 100.0 | 1.545 | 38.8 | 0.596 | 0.605 | 0.631 | 0.704 |
| 5 | 15 | 1.020 | 1.020 | 1.140 | 1.076 | 13.4 | 13.3 | 11.0 | 9.0 | 27.1 | 27.1 | 100.0 | 1.733 | 47.0 | 0.520 | 0.528 | 0.554 | 0.615 |
| 5 | 25 | 0.919 | 0.919 | 1.001 | 0.977 | 16.1 | 15.5 | 13.8 | 9.3 | 42.3 | 42.3 | 100.0 | 2.204 | 61.3 | 0.468 | 0.480 | 0.497 | 0.546 |
| 5 | 50 | 0.999 | 0.999 | 1.031 | 1.023 | . 5 | 4.1 | 12.4 | 9.2 | 66.5 | 66.5 | 100.0 | 3.442 | 78.2 | 0.45 | . 457 | 0.463 | . 485 |
| 10 | 2 | 0.970 | 0.970 | 1.0 | 0. | 10.9 | 10.9 | 9.8 | 10.0 | 12.9 | ${ }_{6} 6$ | 51.2 | 1.147 | 6.6 | 0.804 | 0.8 | 31 | 0.840 |
| 10 |  | 1.033 | 1.034 | 1.110 | 1.05 | 9.7 | 9.7 | 9.8 | 8.7 | 18.6 | 18.6 | 100 | 1.2 | 23.9 | 0.527 | 0.529 | 0.539 | 0.566 |
| 10 | 10 | 0.986 | 0.986 | 1.060 | 1.039 | 10.2 | 10.0 | 10.0 | 8.8 | 32.8 | 32.8 | 100.0 | 1.470 | 42.7 | 0.406 | 0.407 | 0.420 | 0.441 |
| 10 | 15 | 0.987 | 0.987 | 1.052 | 1.045 | 13.2 | 12.7 | 11.8 | 9.1 | 46.8 | 46.8 | 100.0 | 1.719 | 57.2 | 0.363 | 0.364 | 0.378 | 0.392 |
| 10 | 25 | 0.887 | 0.888 | 0.925 | 0.924 | 15.2 | 15.1 | 13.8 | 11.4 | 61.7 | 61.7 | 100.0 | 2.099 | 71.4 | 0.318 | 0.319 | 0.326 | 0.336 |
| 10 | 50 | 1.063 | 1.063 | 1.072 | 1.072 | 10.3 | 9.7 | 9.3 | 8.2 | 88.6 | 88.6 | 100.0 | 3.384 | 92.3 | 0.300 | 0.298 | 0.302 | 0.302 |
| 25 | 2 | 0.913 | 0.913 | 1.007 | 0.955 | 11.7 | 11.7 | 11.0 | 11.0 | 15.1 | 0.6 | 4.0 | 1.103 | 0.6 | 0.485 | 0.485 | 0.500 | 0.504 |
| 25 | 5 | 0.989 | 0.989 | 1.059 | 1.074 | 9.5 | 9.7 | 9.5 | 8.3 | 29.6 | 15.2 | 51.4 | 1.182 | 15.2 | 0.320 | 0.319 | 0.330 | 0.340 |
| 25 | 10 | 0.913 | 0.913 | 0.970 | 0.995 | 12.2 | 12.4 | 11.5 | 9.9 | 53.5 | 41.4 | 77.4 | 1.405 | 41.4 | 0.249 | 0.248 | 0.259 | 0.265 |
| 25 | 15 | 0.920 | 0.920 | 0.954 | 0.972 | 12.0 | 12.2 | 10.7 | 9.7 | 72.5 | 63.7 | 87.9 | 1.660 | 63.7 | 0.226 | 0.224 | 0.231 | 0.233 |
| 25 | 25 | 0.955 | 0.955 | 0.967 | 0.971 | 12.7 | 13.0 | 12.1 | 12.0 | 93.1 | 88.5 | 95.1 | 2.197 | 88.5 | 0.206 | 0.204 | 0.208 | 0.207 |
| 25 | , | 0.9 | 0.96 | 0.967 | 0.96 | 8.9 | 9.3 | 8.9 | 9.3 | 99.7 | 89.6 | 99.9 |  | 99.6 | 0.183 | 0.182 | 0.183 |  |

Table D.12: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and $\widehat{\operatorname{deff}} \geq 1.5$ with $\rho=0.1$, balanced data case.

Table D.13: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.05$ using RLRT in the unbalanced data case with $\rho=0.1$

| PSUs Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  | Non-Coverage of CI for $\beta$ |  |  | RLRT | $\begin{gathered} p[\widehat{d e f f} \\ >1.05 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{array}{\|c} \hline p[\widehat{d e f f} \\ >1.05 \& \\ \text { Rej } \left.H_{0}\right] \end{array}$ | Confidence Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ | ADM ADH | LMM Hub | ADM A | ADH L | Mm Hub |  |  |  | ADM | ADH | LMM | Hub |
| 2 | 1.2581 .258 | 1.3561 .100 | 10.3 | 10.2 | 8.610 .5 | 24.2 | 100.0 | 24.2 | 2.648 | 3.570 | 2.817 | 50 |
| 10 | 1.1451 .145 | 1.1881 .025 | 16.3 | 15.5 | 15.39 .6 | 32.7 | 100.0 | 32.7 | 1.28 | 2.609 | 1.321 | 3.375 |
| $2 \quad 25$ | 1.0281 .028 | 1.0500 .987 | 22.3 | 20.3 | 21.29 .1 | 45.8 | 100.0 | 45.8 | 0.917 | 2.386 | 0.935 | 2.845 |
| 53 | 1.1491 .149 | 1.1651 .047 | 10.7 | 10.3 | 10.498 | 39.5 | 100.0 | 39.5 | 1.132 | 1.205 | 1.142 | . 232 |
| 10 | 0.9860 .986 | 0.9890 .943 | 13.9 | 11.0 | 13.910 .3 | 59.4 | 100.0 | 9.4 | 0.685 | 0.796 | 0.687 | 0.813 |
| 25 | 0.9340 .934 | 0.9340 .926 | 18.7 | 12.1 | 18.711 .4 | 81.3 | 100.0 | 81.3 | 0.557 | 0.684 | 0.557 | 0.692 |
| 10 | 1.0731 .073 | 1.0741 .029 | 10.9 | 0. 4 | 10.9 9.8 | 44.3 | 100.0 | 44.3 | 0.72 | 0.744 | 0.72 | . 749 |
| $10 \quad 10$ | 1.0551 .055 | 1.0551 .052 | 12.4 | 10.6 | 12.410 .2 | 76.7 | 100.0 | 76.7 | 0.483 | 0.519 | 0.483 | 0.525 |
| $10 \quad 25$ | 0.9720 .973 | 0.9720 .973 | 14.8 | 11.0 | 14.810 .9 | 94.6 | 100.0 | 94.6 | 0.400 | 0.438 | 0.400 | 0.439 |
| 25 | 0.9630 .963 | 80 | 10.4 | 10.2 | $10.3 \quad 9.5$ | 43.1 | 100.0 | 43.1 | 0.4 | 0.445 | 0.441 | 0.455 |
| $25 \quad 10$ | 1.0871 .087 | 1.0871 .093 | 10.3 | 9.0 | $\begin{array}{ll}10.3 & 8.5\end{array}$ | 91.3 | 100.0 | 91.3 | 0.306 | 0.315 | 0.306 | 0.317 |
| $25 \quad 25$ | 0.9980 .998 | 0.9980 .998 | 10.7 | 10.0 | 10.710 .0 | 99.8 | 100.0 | 99.8 | 0.256 | 0.264 | 0.256 | 0.264 |
| 50 | 0.9160 .916 | 0.9160 .962 | 12.5 | 12.5 | 12.510 .9 | 38.3 | 100 | 38.3 | 0.305 | 0.306 | 0.305 | 0.316 |
| $50 \quad 10$ | 0.9880 .988 | 0.9880 .990 | 11.0 | 10.5 | 11.010 .3 | 98.1 | 100.0 | 98.1 | 0.217 | 0.221 | 0.217 | 0.221 |
| $50 \quad 25$ | 1.0081 .008 | 1.0081 .008 | 9.8 | 9.4 | 9.89 .4 | 100.0 | 100.0 | 100.0 | 0.182 | 0.185 | 0.182 | 0.185 |

Figure D.9: Confidence interval non-coverage using different variance estimation methods and for various values of $\bar{m}$ and $\mathrm{c}, \rho=0.025$, $\operatorname{deff}=1.05$


Figure D.10: Confidence interval lengths using different variance estimation methods and for various values of $\bar{m}$ and c, $\rho=0.025$, $\operatorname{deff}=$ 1.05

Table D.14: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.1$ using RLRT in the unbalanced data case with $\rho=0$

Table D.15: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.1$ using RLRT in the unbalanced data case with $\rho=0.025$

Table D.16: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.1$ using RLRT in the unbalanced data case with $\rho=0.1$

| PSUs Obs | $E(\widehat{\operatorname{var}}(\hat{\beta})) / \operatorname{var}(\hat{\beta})$ |  | Non-Coverage of CI for $\beta$ |  |  | RLRT | $\begin{gathered} \hline p[\widehat{\text { deff }} \\ >1.1 \mid \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | $\begin{gathered} \hline p[\widehat{\text { deff }} \\ >1.1 \& \\ \left.\operatorname{Rej} H_{0}\right] \end{gathered}$ | Confidence <br> Interval Length |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ | ADM ADH L | LMM Hub | ADM A | ADH L | LMM Hub |  |  |  | ADM | I ADH | LMM | Hub |
| 23 | 1.2581 .258 | 561. | 10.3 | 0.2 | 8.610 .5 | 24.2 | 100.0 | . 2 | 2.648 | 70 | 2.817 | 5.150 |
| 10 | 1.1451 .145 | 1.1881 .025 | . 31 | 15.5 | 5.39 .6 | 32.7 | 100.0 | 32.7 | 1.2 | . 09 | . 321 | 3.375 |
| 25 | 1.0281 .028 | 1.0500 .987 | 22.3 | 20.3 | 21.29 .1 | 45.8 | 100.0 | 45.8 | 0.917 | 2.386 | 0.935 | . 845 |
| 53 | 1.1491 .149 | 1.1651 .047 | 10.7 | 10.3 | . 4 | 39.5 | 100.0 | . 5 | 1.1 | 1.205 | . 142 | 1.232 |
| 10 | 0.9860 .986 | 0.9890 .943 | 13.9 | 11.0 | 13.910 .3 | 59.4 | 100.0 | 59.4 | 0.685 | 0.796 | 0.687 | 0.813 |
| 25 | 0.9340 .934 | 0.9340 .926 | 18.7 | 12.1 | 18.711 .4 | 81.3 | 100.0 | 81.3 | 0.557 | 0.684 | 0.557 | 0.692 |
| 10 | 1.0731 .073 | 1.0741 .029 | 10.9 | 10.4 | $10.9 \quad 9.8$ | 44.3 | 100.0 | 44.3 | 0.7 | 0.744 | 0.724 | 0.749 |
| $10 \quad 10$ | 1.0551 .055 | 1.0551 .052 | 12.4 | 10.6 | 12.410 .2 | 76.7 | 0.0 | 6.7 | 0.483 | 0.519 | . 48 | . 525 |
| $10 \quad 25$ | 0.9720 .973 | 0.9720 .973 | 14.8 | 11.0 | 14.810 .9 | 94.6 | 100.0 | 94.6 | 0.400 | 0.438 | 0.400 | 0.439 |
| 25 | 0.9630 .963 | 0.9630 .980 | 10.4 | 0.2 | 10.3 9.5 | 43.1 | 100.0 | 43.1 | 0.4 | 10.445 | 0.441 | 0.455 |
| $25 \quad 10$ | 1.0871 .087 | 1.0871 .093 | 10.3 | 9.0 | 10.38 .5 | 91.3 | 100.0 |  | 0.306 | 60.315 | 0.306 | 0.317 |
| $25 \quad 25$ | 0.9980 .998 | 0.9980 .998 | 10.7 | 10.0 | 10.710 .0 | 99 | 100.0 | 99.8 | 0.256 | 60.264 | 0.256 | 0.264 |
| 50 | 0.9160 .916 | 0.9160 .962 | 12.5 | 12.5 | 12.510 .9 | 38.3 | 100.0 | 38.3 | 0.305 | 50.306 | . 3 | . 316 |
| $50 \quad 10$ | 0.9880 .988 | . 8880.990 | 11.0 | 10.5 | 11.010 .3 | 98.1 | 100.0 | 98.1 | 0.217 | 70.221 | 0.217 | 0.221 |
| $50 \quad 25$ | 1.0081 .008 | 1.0081 .008 |  | 9.4 | 9.89 .4 | 100.0 | 100.0 | 100.0 | 0.182 | 20.185 | 0.182 | 0.185 |

Figure D.11: Confidence interval non-coverage using different variance estimation methods and for various values of $\bar{m}$ and c, $\rho=0.025$, $\operatorname{def} f=1.1$






| $\square$ | ADM |
| :---: | :---: |
| $\square$ | ADH |
| $\square$ | LM |
| $\longrightarrow$ | LMM |
| $\square$ | Huber |

Figure D.12: Confidence interval lengths using different variance estimation methods and for various values of $\bar{m}$ and $\mathrm{c}, \rho=0.025, \operatorname{deff}=1.1$






| $\square$ | ADM |
| :--- | :--- |
| $\longrightarrow$ | ADH |
| $\longrightarrow$ | LM |
| $\longrightarrow$ | LMM |
| $\square$ | Huber |

Table D.17: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.2$ using RLRT in the unbalanced data case with $\rho=0$

Table D.18: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.2$ using RLRT in the unbalanced data case with $\rho=0.025$

Table D.19: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing


Figure D.13: Confidence interval non-coverage using different variance estimation methods and for various values of $\bar{m}$ and $\mathrm{c}, \rho=0.025$, $\operatorname{deff}=1.2$


Figure D.14: Confidence interval lengths using different variance estimation methods and for various values of $\bar{m}$ and c, $\rho=0.025, \operatorname{deff}=1.2$


$$
c=10
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Observations from each PSU ( $\bar{m}$ )



Table D.20: Variance ratios, length and non-coverage of the $90 \%$ confidence intervals for $\beta$, and power of testing $H_{0}: \sigma_{b}^{2}=0$ and deff $\geq 1.5$ using RLRT in the unbalanced data case with $\rho=0.1$


## Appendix E

## Extra Tables for Chapter 6

Table E.1: Variance of $\hat{\beta},\left(\times 10^{3}\right)$, calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey $\left(C_{1}=0.5\right.$ and $C_{2}=1 . \rho=0$ and 0.01$)$

| Pilot |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0$ |  |  |  |  |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0.01$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PSUs | Obs | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  |
| $c_{p}$ | $m_{p}$ | 10 | 20 | 30 | 40 | 50 | 100 | 10 | 20 | 30 | 40 | 50 | 100 |
| 2 | 2 | 0.223 | 0.221 | 0.235 | 0.229 | 0.230 | 0.230 | 0.253 | 0.263 | 0.262 | 0.271 | 0.290 | 0.335 |
| 2 | 5 | 0.230 | 0.222 | 0.220 | 0.217 | 0.218 | 0.223 | 0.247 | 0.262 | 0.270 | 0.273 | 0.290 | 0.371 |
| 2 | 10 | 0.229 | 0.213 | 0.219 | 0.224 | 0.218 | 0.218 | 0.238 | 0.261 | 0.260 | 0.265 | 0.301 | 0.353 |
| 2 | 15 | 0.231 | 0.233 | 0.217 | 0.209 | 0.222 | 0.215 | 0.254 | 0.254 | 0.271 | 0.272 | 0.308 | 0.355 |
| 2 | 25 | 0.219 | 0.218 | 0.225 | 0.216 | 0.225 | 0.214 | 0.237 | 0.251 | 0.255 | 0.294 | 0.290 | 0.357 |
| 2 | 50 | 0.223 | 0.219 | 0.210 | 0.222 | 0.224 | 0.217 | 0.233 | 0.241 | 0.264 | 0.275 | 0.279 | 0.368 |
| 5 | 2 | 0.248 | 0.237 | 0.231 | 0.226 | 0.230 | 0.232 | 0.253 | 0.259 | 0.275 | 0.270 | 0.260 | 0.339 |
| 5 | 5 | 0.231 | 0.230 | 0.231 | 0.226 | 0.218 | 0.221 | 0.249 | 0.256 | 0.262 | 0.278 | 0.296 | 0.356 |
| 5 | 10 | 0.229 | 0.216 | 0.230 | 0.223 | 0.225 | 0.219 | 0.252 | 0.249 | 0.264 | 0.281 | 0.271 | 0.350 |
| 5 | 15 | 0.223 | 0.212 | 0.223 | 0.218 | 0.210 | 0.207 | 0.230 | 0.250 | 0.269 | 0.293 | 0.291 | 0.346 |
| 5 | 25 | 0.228 | 0.219 | 0.210 | 0.213 | 0.230 | 0.217 | 0.250 | 0.255 | 0.263 | 0.272 | 0.302 | 0.360 |
| 5 | 50 | 0.221 | 0.207 | 0.205 | 0.211 | 0.203 | 0.215 | 0.240 | 0.239 | 0.260 | 0.262 | 0.265 | 0.310 |
| 10 | 2 | 0.231 | 0.239 | 0.228 | 0.227 | 0.235 | 0.233 | 0.261 | 0.245 | 0.264 | 0.262 | 0.265 | 0.324 |
| 10 | 5 | 0.228 | 0.217 | 0.232 | 0.227 | 0.221 | 0.224 | 0.254 | 0.252 | 0.265 | 0.296 | 0.298 | 0.372 |
| 10 | 10 | 0.220 | 0.217 | 0.206 | 0.217 | 0.205 | 0.213 | 0.230 | 0.245 | 0.265 | 0.271 | 0.282 | 0.370 |
| 10 | 15 | 0.210 | 0.216 | 0.214 | 0.213 | 0.204 | 0.219 | 0.241 | 0.257 | 0.275 | 0.274 | 0.292 | 0.335 |
| 10 | 25 | 0.213 | 0.218 | 0.221 | 0.218 | 0.215 | 0.214 | 0.252 | 0.242 | 0.257 | 0.277 | 0.298 | 0.341 |
| 10 | 50 | 0.217 | 0.203 | 0.214 | 0.219 | 0.211 | 0.208 | 0.238 | 0.244 | 0.255 | 0.270 | 0.272 | 0.296 |
| 25 | 2 | 0.231 | 0.234 | 0.229 | 0.235 | 0.223 | 0.227 | 0.261 | 0.263 | 0.264 | 0.282 | 0.279 | 0.311 |
| 25 | 5 | 0.207 | 0.225 | 0.214 | 0.217 | 0.211 | 0.210 | 0.244 | 0.251 | 0.269 | 0.298 | 0.304 | 0.396 |
| 25 | 10 | 0.218 | 0.222 | 0.214 | 0.211 | 0.209 | 0.207 | 0.246 | 0.236 | 0.260 | 0.296 | 0.294 | 0.371 |
| 25 | 15 | 0.226 | 0.216 | 0.204 | 0.218 | 0.208 | 0.207 | 0.233 | 0.249 | 0.249 | 0.272 | 0.289 | 0.361 |
| 25 | 25 | 0.218 | 0.207 | 0.215 | 0.211 | 0.208 | 0.198 | 0.235 | 0.251 | 0.265 | 0.279 | 0.308 | 0.354 |
| 25 | 50 | 0.233 | 0.227 | 0.206 | 0.225 | 0.213 | 0.221 | 0.242 | 0.241 | 0.258 | 0.253 | 0.256 | 0.278 |

Figure E.1: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=0.5$ and $\left.C_{2}=1, \rho=0\right)$
$c p=2$

$c p=10$

$c p=5$

$c p=25$


| $\cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots$ | $\mathrm{mp}=15$ |
| $\cdots$ | $\mathrm{mp}=25$ |
| $\longrightarrow$ | $\mathrm{mp}=50$ |

Figure E.2: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=0.5$ and $C_{2}=1$, $\rho=0.01$ )
$c p=2$

$c p=10$

$c p=5$

$c p=25$


| $\cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots-\oplus$ | $\mathrm{mp}=15$ |
| $\cdots \cdots$ | $\mathrm{mp}=25$ |
| $\cdots$ | $\mathrm{mp}=50$ |

Table E.2: Variance of $\hat{\beta},\left(\times 10^{3}\right)$, calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=0.5$ and $C_{2}=1 . \rho=0.025$ and 0.05 )

| Pilot |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0.025$ |  |  |  |  |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0.05$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PSUs | Obs | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  |
| $c_{p}$ | $m_{p}$ | 10 | 20 | 30 | 40 | 50 | 100 | 10 | 20 | 30 | 40 | 50 | 100 |
| 2 | 2 | 0.273 | 0.305 | 0.313 | 0.361 | 0.357 | 0.522 | 0.319 | 0.347 | 0.412 | 0.467 | 0.524 | 0.829 |
| 2 | 5 | 0.270 | 0.323 | 0.327 | 0.371 | 0.416 | 0.587 | 0.316 | 0.405 | 0.428 | 0.561 | 0.596 | 0.952 |
| 2 | 10 | 0.262 | 0.307 | 0.346 | 0.360 | 0.422 | 0.573 | 0.306 | 0.356 | 0.447 | 0.506 | 0.522 | 0.868 |
| 2 | 15 | 0.287 | 0.293 | 0.329 | 0.348 | 0.399 | 0.546 | 0.312 | 0.366 | 0.433 | 0.509 | 0.583 | 0.841 |
| 2 | 25 | 0.253 | 0.291 | 0.320 | 0.349 | 0.398 | 0.575 | 0.322 | 0.355 | 0.414 | 0.462 | 0.542 | 0.769 |
| 2 | 50 | 0.257 | 0.284 | 0.314 | 0.354 | 0.394 | 0.533 | 0.320 | 0.352 | 0.402 | 0.443 | 0.473 | 0.802 |
| 5 | 2 | 0.281 | 0.306 | 0.291 | 0.352 | 0.377 | 0.455 | 0.313 | 0.350 | 0.396 | 0.440 | 0.516 | 0.645 |
| 5 | 5 | 0.274 | 0.286 | 0.328 | 0.376 | 0.390 | 0.571 | 0.318 | 0.366 | 0.450 | 0.517 | 0.556 | 0.906 |
| 5 | 10 | 0.272 | 0.298 | 0.323 | 0.370 | 0.393 | 0.565 | 0.302 | 0.360 | 0.404 | 0.462 | 0.522 | 0.785 |
| 5 | 15 | 0.277 | 0.292 | 0.326 | 0.346 | 0.374 | 0.509 | 0.304 | 0.341 | 0.391 | 0.455 | 0.468 | 0.750 |
| 5 | 25 | 0.254 | 0.280 | 0.306 | 0.334 | 0.355 | 0.501 | 0.288 | 0.343 | 0.347 | 0.402 | 0.379 | 0.634 |
| 5 | 50 | 0.254 | 0.274 | 0.279 | 0.304 | 0.332 | 0.424 | 0.301 | 0.304 | 0.337 | 0.331 | 0.335 | 0.442 |
| 10 | 2 | 0.275 | 0.301 | 0.318 | 0.337 | 0.362 | 0.485 | 0.302 | 0.361 | 0.365 | 0.417 | 0.496 | 0.722 |
| 10 | 5 | 0.276 | 0.287 | 0.333 | 0.398 | 0.433 | 0.578 | 0.306 | 0.359 | 0.452 | 0.482 | 0.557 | 0.848 |
| 10 | 10 | 0.265 | 0.286 | 0.316 | 0.380 | 0.397 | 0.546 | 0.311 | 0.352 | 0.434 | 0.437 | 0.515 | 0.744 |
| 10 | 15 | 0.274 | 0.285 | 0.276 | 0.330 | 0.366 | 0.477 | 0.294 | 0.361 | 0.378 | 0.380 | 0.424 | 0.595 |
| 10 | 25 | 0.270 | 0.277 | 0.286 | 0.315 | 0.349 | 0.443 | 0.308 | 0.305 | 0.304 | 0.358 | 0.411 | 0.454 |
| 10 | 50 | 0.261 | 0.280 | 0.279 | 0.301 | 0.301 | 0.330 | 0.290 | 0.281 | 0.297 | 0.298 | 0.302 | 0.293 |
| 25 | 2 | 0.278 | 0.284 | 0.314 | 0.333 | 0.354 | 0.478 | 0.297 | 0.365 | 0.372 | 0.434 | 0.451 | 0.713 |
| 25 | 5 | 0.283 | 0.294 | 0.357 | 0.361 | 0.415 | 0.628 | 0.327 | 0.351 | 0.475 | 0.490 | 0.567 | 0.913 |
| 25 | 10 | 0.272 | 0.293 | 0.339 | 0.369 | 0.385 | 0.467 | 0.303 | 0.338 | 0.358 | 0.432 | 0.492 | 0.689 |
| 25 | 15 | 0.269 | 0.286 | 0.299 | 0.345 | 0.365 | 0.484 | 0.280 | 0.320 | 0.340 | 0.368 | 0.383 | 0.446 |
| 25 | 25 | 0.263 | 0.274 | 0.279 | 0.296 | 0.331 | 0.407 | 0.278 | 0.283 | 0.312 | 0.286 | 0.316 | 0.317 |
| 25 | 50 | 0.272 | 0.258 | 0.266 | 0.249 | 0.262 | 0.267 | 0.281 | 0.276 | 0.272 | 0.272 | 0.277 | 0.282 |

Figure E.3: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=0.5$ and $C_{2}=1$, $\rho=0.025$ )
$c p=2$

$c p=10$

$c p=5$

$c p=25$


| $\cdots--$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots-\odot$ | $\mathrm{mp}=15$ |
| $\cdots \oplus$ | $\mathrm{mp}=25$ |
| $\cdots$ | $\mathrm{mp}=50$ |

Figure E.4: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=0.5$ and $C_{2}=1$, $\rho=0.05$ )
$\mathrm{cp}=2$

$\mathrm{cp}=10$

$c p=5$

$\mathrm{cp}=25$


| $\cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots \cdots$ | $\mathrm{mp}=15$ |
| $\cdots \oplus$ | $\mathrm{mp}=25$ |
| $\longrightarrow$ | $\mathrm{mp}=50$ |

Table E.3: Variance of $\hat{\beta},\left(\times 10^{3}\right)$, calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey

| Pilot |  | True Variance of $(\hat{\beta})$ for $\rho=0.1$ |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| PSUs | Obs | Cutoff for |  |  |  |  | Within-PSU Sample Size $(A)$ |
| $c_{p}$ | $m_{p}$ | 10 | 20 | 30 | 40 | 50 | 100 |
| 2 | 2 | 0.375 | 0.500 | 0.656 | 0.708 | 0.887 | 1.467 |
| 2 | 5 | 0.405 | 0.575 | 0.620 | 0.705 | 0.937 | 1.616 |
| 2 | 10 | 0.376 | 0.485 | 0.641 | 0.729 | 0.861 | 1.591 |
| 2 | 15 | 0.398 | 0.468 | 0.590 | 0.736 | 0.760 | 1.546 |
| 2 | 25 | 0.392 | 0.480 | 0.569 | 0.570 | 0.702 | 1.227 |
| 2 | 50 | 0.372 | 0.452 | 0.525 | 0.593 | 0.597 | 1.101 |
| 5 | 2 | 0.378 | 0.435 | 0.556 | 0.663 | 0.658 | 1.382 |
| 5 | 5 | 0.392 | 0.498 | 0.580 | 0.672 | 0.829 | 1.631 |
| 5 | 10 | 0.360 | 0.339 | 0.571 | 0.572 | 0.677 | 1.245 |
| 5 | 15 | 0.362 | 0.413 | 0.503 | 0.529 | 0.575 | 0.977 |
| 5 | 25 | 0.332 | 0.392 | 0.424 | 0.479 | 0.485 | 0.673 |
| 5 | 50 | 0.338 | 0.352 | 0.356 | 0.385 | 0.393 | 0.496 |
| 10 | 2 | 0.367 | 0.345 | 0.503 | 0.626 | 0.740 | 1.173 |
| 10 | 5 | 0.391 | 0.496 | 0.587 | 0.715 | 0.753 | 1.309 |
| 10 | 10 | 0.355 | 0.427 | 0.446 | 0.483 | 0.575 | 0.794 |
| 10 | 15 | 0.347 | 0.354 | 0.404 | 0.442 | 0.436 | 0.604 |
| 10 | 25 | 0.324 | 0.346 | 0.347 | 0.339 | 0.343 | 0.422 |
| 10 | 50 | 0.310 | 0.310 | 0.338 | 0.304 | 0.323 | 0.308 |
| 25 | 2 | 0.336 | 0.454 | 0.472 | 0.561 | 0.600 | 1.092 |
| 25 | 5 | 0.371 | 0.479 | 0.565 | 0.662 | 0.726 | 1.102 |
| 25 | 10 | 0.306 | 0.343 | 0.352 | 0.418 | 0.391 | 0.539 |
| 25 | 15 | 0.319 | 0.337 | 0.330 | 0.352 | 0.361 | 0.363 |
| 25 | 25 | 0.311 | 0.311 | 0.311 | 0.311 | 0.311 | 0.311 |
| 25 | 50 | 0.305 | 0.305 | 0.305 | 0.305 | 0.305 | 0.305 |

Figure E.5: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=0.5$ and $C_{2}=1$, $\rho=0.1$ )


| $\cdots \cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots-\oplus$ | $\mathrm{mp}=15$ |
| $\cdots \cdots$ | $\mathrm{mp}=25$ |
| $\cdots$ | $\mathrm{mp}=50$ |

Table E.4: Variance of $\hat{\beta},\left(\times 10^{3}\right)$, calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=2$ and $C_{2}=1 . \rho=0$ and 0.01)

| Pilot |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0$ |  |  |  |  |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0.01$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PSUs | Obs | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  |
| $c_{p}$ | $m_{p}$ | 10 | 20 | 30 | 40 | 50 | 100 | 10 | 20 | 30 | 40 | 50 | 100 |
| 2 | 2 | 0.297 | 0.301 | 0.280 | 0.292 | 0.274 | 0.297 | 0.337 | 0.320 | 0.322 | 0.348 | 0.354 | 0.426 |
| 2 | 5 | 0.280 | 0.246 | 0.268 | 0.263 | 0.255 | 0.260 | 0.309 | 0.309 | 0.295 | 0.326 | 0.344 | 0.398 |
| 2 | 10 | 0.271 | 0.249 | 0.241 | 0.249 | 0.248 | 0.239 | 0.294 | 0.277 | 0.305 | 0.299 | 0.336 | 0.392 |
| 2 | 15 | 0.267 | 0.241 | 0.242 | 0.234 | 0.244 | 0.242 | 0.272 | 0.276 | 0.283 | 0.313 | 0.325 | 0.396 |
| 2 | 25 | 0.257 | 0.235 | 0.235 | 0.225 | 0.237 | 0.245 | 0.278 | 0.288 | 0.287 | 0.309 | 0.324 | 0.384 |
| 2 | 50 | 0.257 | 0.230 | 0.235 | 0.224 | 0.227 | 0.222 | 0.284 | 0.265 | 0.271 | 0.293 | 0.301 | 0.380 |
| 5 | 2 | 0.296 | 0.287 | 0.297 | 0.308 | 0.293 | 0.283 | 0.325 | 0.319 | 0.330 | 0.331 | 0.332 | 0.396 |
| 5 | 5 | 0.277 | 0.255 | 0.247 | 0.255 | 0.239 | 0.242 | 0.295 | 0.282 | 0.307 | 0.295 | 0.320 | 0.371 |
| 5 | 10 | 0.244 | 0.240 | 0.246 | 0.232 | 0.240 | 0.234 | 0.272 | 0.273 | 0.291 | 0.299 | 0.307 | 0.370 |
| 5 | 15 | 0.260 | 0.241 | 0.235 | 0.224 | 0.234 | 0.242 | 0.283 | 0.279 | 0.292 | 0.298 | 0.321 | 0.381 |
| 5 | 25 | 0.258 | 0.224 | 0.231 | 0.228 | 0.231 | 0.227 | 0.281 | 0.286 | 0.295 | 0.289 | 0.312 | 0.361 |
| 5 | 50 | 0.239 | 0.235 | 0.219 | 0.221 | 0.223 | 0.212 | 0.277 | 0.267 | 0.278 | 0.281 | 0.299 | 0.345 |
| 10 | 2 | 0.306 | 0.303 | 0.274 | 0.286 | 0.299 | 0.292 | 0.323 | 0.318 | 0.326 | 0.322 | 0.329 | 0.391 |
| 10 | 5 | 0.288 | 0.248 | 0.247 | 0.243 | 0.234 | 0.231 | 0.294 | 0.290 | 0.287 | 0.303 | 0.318 | 0.380 |
| 10 | 10 | 0.246 | 0.236 | 0.234 | 0.222 | 0.240 | 0.223 | 0.281 | 0.281 | 0.284 | 0.300 | 0.314 | 0.374 |
| 10 | 15 | 0.259 | 0.244 | 0.227 | 0.222 | 0.225 | 0.221 | 0.272 | 0.281 | 0.281 | 0.298 | 0.323 | 0.360 |
| 10 | 25 | 0.250 | 0.240 | 0.226 | 0.224 | 0.219 | 0.219 | 0.276 | 0.284 | 0.265 | 0.291 | 0.301 | 0.358 |
| 10 | 50 | 0.240 | 0.223 | 0.214 | 0.220 | 0.212 | 0.221 | 0.273 | 0.270 | 0.285 | 0.275 | 0.288 | 0.343 |
| 25 | 2 | 0.285 | 0.279 | 0.265 | 0.261 | 0.269 | 0.276 | 0.290 | 0.299 | 0.314 | 0.322 | 0.336 | 0.392 |
| 25 | 5 | 0.249 | 0.236 | 0.226 | 0.219 | 0.217 | 0.234 | 0.267 | 0.253 | 0.298 | 0.312 | 0.308 | 0.418 |
| 25 | 10 | 0.259 | 0.245 | 0.228 | 0.229 | 0.223 | 0.231 | 0.285 | 0.277 | 0.284 | 0.305 | 0.309 | 0.406 |
| 25 | 15 | 0.251 | 0.222 | 0.225 | 0.230 | 0.224 | 0.209 | 0.269 | 0.267 | 0.296 | 0.301 | 0.304 | 0.417 |
| 25 | 25 | 0.247 | 0.223 | 0.239 | 0.225 | 0.228 | 0.232 | 0.291 | 0.276 | 0.286 | 0.282 | 0.294 | 0.365 |
| 25 | 50 | 0.247 | 0.228 | 0.232 | 0.216 | 0.221 | 0.226 | 0.270 | 0.288 | 0.272 | 0.274 | 0.293 | 0.322 |
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Figure E.6: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=2$ and $\left.C_{2}=1, \rho=0\right)$
$\mathrm{cp}=2$

$\mathrm{cp}=10$

$c p=5$

$c p=25$


| $\cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| - | $\mathrm{mp}=10$ |
| $\cdots$ | $\mathrm{mp}=15$ |
| $\cdots$ | $\mathrm{mp}=25$ |
| $\longrightarrow$ | $\mathrm{mp}=50$ |

Figure E.7: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=2$ and $C_{2}=1$, $\rho=0.01$ )


| $\cdots \cdots-\square$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots-\oplus$ | $\mathrm{mp}=15$ |
| $\cdots \oplus$ | $\mathrm{mp}=25$ |
| $\cdots$ | $\mathrm{mp}=50$ |

Table E.5: Variance of $\hat{\beta},\left(\times 10^{3}\right)$, calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey $\left(C_{f}=5000, C_{1}=2\right.$ and $C_{2}=1 . \rho=0.025$ and 0.05$)$

| Pilot |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0.025$ |  |  |  |  |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0.05$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PSUs | Obs | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  |
| $c_{p}$ | $m_{p}$ | 10 | 20 | 30 | 40 | 50 | 100 | 10 | 20 | 30 | 40 | 50 | 100 |
| 2 | 2 | 0.367 | 0.376 | 0.382 | 0.408 | 0.442 | 0.581 | 0.410 | 0.451 | 0.518 | 0.551 | 0.599 | 0.964 |
| 2 | 5 | 0.342 | 0.347 | 0.386 | 0.420 | 0.448 | 0.612 | 0.407 | 0.444 | 0.509 | 0.538 | 0.673 | 0.904 |
| 2 | 10 | 0.344 | 0.340 | 0.387 | 0.391 | 0.436 | 0.662 | 0.373 | 0.425 | 0.523 | 0.585 | 0.660 | 0.917 |
| 2 | 15 | 0.325 | 0.334 | 0.363 | 0.401 | 0.428 | 0.601 | 0.359 | 0.439 | 0.498 | 0.523 | 0.620 | 0.893 |
| 2 | 25 | 0.316 | 0.342 | 0.373 | 0.405 | 0.444 | 0.570 | 0.366 | 0.426 | 0.477 | 0.499 | 0.584 | 0.829 |
| 2 | 50 | 0.303 | 0.346 | 0.352 | 0.399 | 0.440 | 0.524 | 0.378 | 0.398 | 0.435 | 0.493 | 0.523 | 0.745 |
| 5 | 2 | 0.329 | 0.371 | 0.389 | 0.410 | 0.432 | 0.559 | 0.409 | 0.437 | 0.473 | 0.570 | 0.589 | 0.761 |
| 5 | 5 | 0.352 | 0.348 | 0.377 | 0.410 | 0.468 | 0.595 | 0.384 | 0.454 | 0.509 | 0.548 | 0.613 | 0.943 |
| 5 | 10 | 0.308 | 0.329 | 0.374 | 0.372 | 0.436 | 0.609 | 0.401 | 0.422 | 0.474 | 0.475 | 0.568 | 0.851 |
| 5 | 15 | 0.326 | 0.322 | 0.359 | 0.380 | 0.429 | 0.529 | 0.365 | 0.421 | 0.468 | 0.516 | 0.519 | 0.813 |
| 5 | 25 | 0.331 | 0.328 | 0.369 | 0.378 | 0.382 | 0.493 | 0.379 | 0.407 | 0.453 | 0.443 | 0.504 | 0.656 |
| 5 | 50 | 0.307 | 0.302 | 0.351 | 0.380 | 0.385 | 0.426 | 0.367 | 0.389 | 0.398 | 0.428 | 0.449 | 0.505 |
| 10 | 2 | 0.361 | 0.364 | 0.388 | 0.384 | 0.434 | 0.581 | 0.382 | 0.450 | 0.482 | 0.518 | 0.597 | 0.800 |
| 10 | 5 | 0.311 | 0.348 | 0.377 | 0.420 | 0.454 | 0.601 | 0.389 | 0.409 | 0.468 | 0.547 | 0.587 | 0.944 |
| 10 | 10 | 0.304 | 0.350 | 0.355 | 0.387 | 0.411 | 0.549 | 0.355 | 0.387 | 0.460 | 0.509 | 0.562 | 0.809 |
| 10 | 15 | 0.311 | 0.344 | 0.344 | 0.391 | 0.409 | 0.527 | 0.365 | 0.406 | 0.437 | 0.476 | 0.531 | 0.697 |
| 10 | 25 | 0.319 | 0.329 | 0.344 | 0.361 | 0.369 | 0.514 | 0.365 | 0.402 | 0.398 | 0.424 | 0.444 | 0.559 |
| 10 | 50 | 0.316 | 0.309 | 0.316 | 0.341 | 0.352 | 0.419 | 0.373 | 0.388 | 0.364 | 0.380 | 0.375 | 0.425 |
| 25 | 2 | 0.345 | 0.341 | 0.364 | 0.381 | 0.363 | 0.521 | 0.400 | 0.404 | 0.455 | 0.460 | 0.521 | 0.774 |
| 25 | 5 | 0.311 | 0.352 | 0.373 | 0.398 | 0.441 | 0.668 | 0.375 | 0.432 | 0.498 | 0.577 | 0.656 | 1.093 |
| 25 | 10 | 0.311 | 0.341 | 0.348 | 0.386 | 0.419 | 0.624 | 0.367 | 0.380 | 0.417 | 0.473 | 0.495 | 0.722 |
| 25 | 15 | 0.321 | 0.330 | 0.341 | 0.374 | 0.387 | 0.542 | 0.367 | 0.422 | 0.412 | 0.466 | 0.449 | 0.566 |
| 25 | 25 | 0.319 | 0.303 | 0.341 | 0.352 | 0.359 | 0.443 | 0.355 | 0.373 | 0.379 | 0.392 | 0.379 | 0.404 |
| 25 | 50 | 0.325 | 0.300 | 0.323 | 0.323 | 0.318 | 0.324 | 0.363 | 0.365 | 0.359 | 0.367 | 0.364 | 0.379 |

Figure E.8: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=2$ and $C_{2}=1$, $\rho=0.025$ )


| $\cdots--$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots-\odot$ | $\mathrm{mp}=15$ |
| $\cdots \cdots$ | $\mathrm{mp}=25$ |
| $\cdots$ | $\mathrm{mp}=50$ |
|  |  |
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Figure E.9: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=2$ and $C_{2}=1$, $\rho=0.05$ )
$c p=2$

$c p=10$

$c p=5$

$c p=25$


| $\cdots \cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots-\odot$ | $\mathrm{mp}=15$ |
| $\cdots \cdots$ | $\mathrm{mp}=25$ |
| $\cdots$ | $\mathrm{mp}=50$ |

Table E.6: Variance of $\hat{\beta},\left(\times 10^{3}\right)$, calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey

| Pilot |  | True Variance of $(\hat{\beta})$ for $\rho=0.1$ |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| PSUs | Obs | Cutoff for |  |  |  |  |  |
| $c_{p}$ | $m_{p}$ | 10 | 20 | 30 | 40 | 50 | 100 |
| 2 | 2 | 0.504 | 0.621 | 0.747 | 0.883 | 0.839 | 1.593 |
| 2 | 5 | 0.473 | 0.614 | 0.790 | 0.903 | 1.033 | 1.880 |
| 2 | 10 | 0.484 | 0.608 | 0.762 | 0.858 | 1.019 | 1.591 |
| 2 | 15 | 0.510 | 0.615 | 0.660 | 0.786 | 0.959 | 1.458 |
| 2 | 25 | 0.490 | 0.597 | 0.658 | 0.794 | 0.819 | 1.399 |
| 2 | 50 | 0.492 | 0.541 | 0.660 | 0.692 | 0.775 | 1.131 |
| 5 | 2 | 0.513 | 0.558 | 0.739 | 0.830 | 0.878 | 1.353 |
| 5 | 5 | 0.521 | 0.600 | 0.702 | 0.794 | 0.966 | 1.593 |
| 5 | 10 | 0.459 | 0.539 | 0.658 | 0.649 | 0.788 | 1.244 |
| 5 | 15 | 0.468 | 0.526 | 0.584 | 0.651 | 0.750 | 1.044 |
| 5 | 25 | 0.477 | 0.480 | 0.533 | 0.580 | 0.604 | 0.804 |
| 5 | 50 | 0.469 | 0.513 | 0.502 | 0.514 | 0.528 | 0.540 |
| 10 | 2 | 0.520 | 0.549 | 0.636 | 0.756 | 0.834 | 1.167 |
| 10 | 5 | 0.497 | 0.544 | 0.739 | 0.755 | 0.834 | 1.411 |
| 10 | 10 | 0.455 | 0.534 | 0.580 | 0.569 | 0.675 | 1.009 |
| 10 | 15 | 0.464 | 0.495 | 0.521 | 0.570 | 0.556 | 0.676 |
| 10 | 25 | 0.468 | 0.453 | 0.454 | 0.484 | 0.495 | 0.581 |
| 10 | 50 | 0.443 | 0.471 | 0.478 | 0.479 | 0.468 | 0.478 |
| 25 | 2 | 0.487 | 0.599 | 0.633 | 0.727 | 0.817 | 1.247 |
| 25 | 5 | 0.467 | 0.539 | 0.647 | 0.758 | 0.820 | 1.292 |
| 25 | 10 | 0.456 | 0.491 | 0.526 | 0.552 | 0.493 | 0.597 |
| 25 | 15 | 0.464 | 0.470 | 0.484 | 0.465 | 0.472 | 0.521 |
| 25 | 25 | 0.464 | 0.456 | 0.451 | 0.440 | 0.489 | 0.482 |
| 25 | 50 | 0.456 | 0.456 | 0.456 | 0.456 | 0.456 | 0.456 |
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Figure E.10: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey $\left(C_{1}=2\right.$ and $C_{2}=1$, $\rho=0.1$ )
$c p=2$

$\mathrm{cp}=10$

$c p=5$

$\mathrm{cp}=25$


| $\cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots \oplus$ | $\mathrm{mp}=15$ |
| $\cdots$ | $\mathrm{mp}=25$ |
| $\longrightarrow$ | $\mathrm{mp}=50$ |

Table E.7: Variance of $\hat{\beta},\left(\times 10^{3}\right)$, calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey $\left(C_{1}=10\right.$ and $C_{2}=1 . \rho=0.01$ and 0.025$)$

| Pilot |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0.025$ |  |  |  |  |  | True Variance of ( $\hat{\beta}$ ) for $\rho=0.05$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PSUs | Obs | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  | Cutoff for Within-PSU Sample Size ( $A$ ) |  |  |  |  |  |
| $c_{p}$ | $m_{p}$ | 10 | 20 | 30 | 40 | 50 | 100 | 10 | 20 | 30 | 40 | 50 | 100 |
| 2 | 2 | 0.646 | 0.598 | 0.602 | 0.597 | 0.612 | 0.625 | 0.645 | 0.704 | 0.704 | 0.714 | 0.715 | 0.825 |
| 2 | 5 | 0.511 | 0.465 | 0.452 | 0.463 | 0.468 | 0.551 | 0.549 | 0.544 | 0.519 | 0.646 | 0.590 | 0.778 |
| 2 | 10 | 0.486 | 0.410 | 0.391 | 0.414 | 0.445 | 0.485 | 0.547 | 0.526 | 0.521 | 0.554 | 0.570 | 0.811 |
| 2 | 15 | 0.491 | 0.394 | 0.407 | 0.396 | 0.406 | 0.444 | 0.515 | 0.503 | 0.484 | 0.502 | 0.522 | 0.693 |
| 2 | 25 | 0.448 | 0.402 | 0.385 | 0.367 | 0.401 | 0.444 | 0.509 | 0.484 | 0.521 | 0.531 | 0.537 | 0.714 |
| 2 | 50 | 0.456 | 0.378 | 0.384 | 0.373 | 0.379 | 0.448 | 0.506 | 0.460 | 0.482 | 0.483 | 0.541 | 0.706 |
| 5 | 2 | 0.580 | 0.545 | 0.549 | 0.535 | 0.561 | 0.588 | 0.642 | 0.642 | 0.653 | 0.631 | 0.689 | 0.797 |
| 5 | 5 | 0.486 | 0.424 | 0.441 | 0.392 | 0.434 | 0.461 | 0.568 | 0.506 | 0.533 | 0.534 | 0.535 | 0.708 |
| 5 | 10 | 0.452 | 0.412 | 0.407 | 0.373 | 0.408 | 0.456 | 0.514 | 0.496 | 0.498 | 0.499 | 0.527 | 0.685 |
| 5 | 15 | 0.461 | 0.388 | 0.386 | 0.380 | 0.384 | 0.423 | 0.527 | 0.465 | 0.492 | 0.508 | 0.493 | 0.692 |
| 5 | 25 | 0.428 | 0.371 | 0.354 | 0.375 | 0.392 | 0.423 | 0.525 | 0.484 | 0.475 | 0.487 | 0.525 | 0.588 |
| 5 | 50 | 0.444 | 0.365 | 0.366 | 0.383 | 0.366 | 0.422 | 0.498 | 0.487 | 0.469 | 0.512 | 0.495 | 0.576 |
| 10 | 2 | 0.533 | 0.487 | 0.463 | 0.509 | 0.488 | 0.577 | 0.581 | 0.589 | 0.592 | 0.584 | 0.609 | 0.723 |
| 10 | 5 | 0.454 | 0.399 | 0.393 | 0.381 | 0.384 | 0.480 | 0.526 | 0.497 | 0.534 | 0.528 | 0.531 | 0.744 |
| 10 | 10 | 0.458 | 0.364 | 0.361 | 0.380 | 0.403 | 0.456 | 0.535 | 0.457 | 0.483 | 0.540 | 0.563 | 0.707 |
| 10 | 15 | 0.466 | 0.389 | 0.390 | 0.366 | 0.377 | 0.464 | 0.510 | 0.464 | 0.474 | 0.504 | 0.514 | 0.649 |
| 10 | 25 | 0.468 | 0.382 | 0.376 | 0.371 | 0.366 | 0.412 | 0.495 | 0.463 | 0.461 | 0.490 | 0.491 | 0.641 |
| 10 | 50 | 0.454 | 0.363 | 0.367 | 0.354 | 0.348 | 0.414 | 0.503 | 0.452 | 0.503 | 0.512 | 0.526 | 0.522 |
| 25 | 2 | 0.494 | 0.456 | 0.441 | 0.465 | 0.443 | 0.482 | 0.552 | 0.519 | 0.550 | 0.552 | 0.586 | 0.674 |
| 25 | 5 | 0.449 | 0.409 | 0.360 | 0.379 | 0.399 | 0.469 | 0.512 | 0.469 | 0.466 | 0.516 | 0.557 | 0.735 |
| 25 | 10 | 0.441 | 0.360 | 0.354 | 0.360 | 0.365 | 0.437 | 0.514 | 0.463 | 0.483 | 0.508 | 0.502 | 0.672 |
| 25 | 15 | 0.425 | 0.391 | 0.361 | 0.361 | 0.382 | 0.449 | 0.522 | 0.448 | 0.463 | 0.440 | 0.552 | 0.645 |
| 25 | 25 | 0.442 | 0.365 | 0.357 | 0.354 | 0.366 | 0.388 | 0.511 | 0.481 | 0.462 | 0.503 | 0.475 | 0.585 |
| 25 | 50 | 0.457 | 0.370 | 0.364 | 0.364 | 0.372 | 0.387 | 0.510 | 0.456 | 0.478 | 0.448 | 0.461 | 0.522 |

Figure E.11: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey ( $C_{1}=10$ and $C_{2}=1$, $\rho=0.025$ )


| $\cdots \cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots-\oplus$ | $\mathrm{mp}=15$ |
| $\cdots \cdots$ | $\mathrm{mp}=25$ |
| $\cdots$ | $\mathrm{mp}=50$ |

Table E.8: Variance of $\hat{\beta},\left(\times 10^{3}\right)$, calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey

| Pilot |  | True Variance of $(\hat{\beta})$ for $\rho=0.1$ |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| PSUs | Obs | Cutoff for |  |  |  |  |  |
| $c_{p}$ | $m_{p}$ | 10 | 20 | 30 | 40 | 50 | 100 |
| 2 | 2 | 0.993 | 1.093 | 1.130 | 1.412 | 1.448 | 2.060 |
| 2 | 5 | 0.951 | 0.921 | 1.117 | 1.288 | 1.278 | 2.137 |
| 2 | 10 | 0.867 | 0.999 | 1.180 | 1.212 | 1.330 | 1.940 |
| 2 | 15 | 0.824 | 0.873 | 1.040 | 1.218 | 1.323 | 1.658 |
| 2 | 25 | 0.855 | 0.980 | 1.028 | 1.108 | 1.180 | 1.717 |
| 2 | 50 | 0.932 | 0.918 | 1.010 | 1.108 | 1.163 | 1.495 |
| 5 | 2 | 0.928 | 1.012 | 1.089 | 1.226 | 1.302 | 1.782 |
| 5 | 5 | 0.847 | 0.993 | 1.057 | 1.074 | 1.313 | 1.803 |
| 5 | 10 | 0.855 | 0.907 | 0.951 | 1.067 | 1.182 | 1.508 |
| 5 | 15 | 0.915 | 0.917 | 0.914 | 0.977 | 1.038 | 1.339 |
| 5 | 25 | 0.854 | 0.897 | 0.898 | 0.935 | 1.056 | 1.124 |
| 5 | 50 | 0.852 | 0.890 | 0.915 | 0.998 | 0.937 | 1.017 |
| 10 | 2 | 0.968 | 1.017 | 1.046 | 1.179 | 1.269 | 1.751 |
| 10 | 5 | 0.813 | 0.960 | 1.044 | 1.049 | 1.329 | 1.662 |
| 10 | 10 | 0.865 | 0.925 | 0.933 | 0.956 | 1.073 | 1.502 |
| 10 | 15 | 0.823 | 0.888 | 0.891 | 0.937 | 0.959 | 1.125 |
| 10 | 25 | 0.929 | 0.849 | 0.843 | 0.949 | 0.910 | 0.985 |
| 10 | 50 | 0.872 | 0.872 | 0.874 | 0.841 | 0.914 | 0.917 |
| 25 | 2 | 0.864 | 0.906 | 0.942 | 1.049 | 1.078 | 1.554 |
| 25 | 5 | 0.894 | 0.934 | 0.957 | 1.067 | 1.097 | 1.578 |
| 25 | 10 | 0.874 | 0.874 | 0.929 | 0.919 | 0.904 | 0.985 |
| 25 | 15 | 0.820 | 0.863 | 0.885 | 0.882 | 0.860 | 0.911 |
| 25 | 25 | 0.870 | 0.906 | 0.868 | 0.868 | 0.868 | 0.868 |
| 25 | 50 | 0.837 | 0.879 | 0.924 | 0.924 | 0.924 | 0.924 |
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Figure E.12: Variance of $\hat{\beta}$ calculated from a main survey with budget $C_{f}=5000$, designed using a pilot survey $\left(C_{1}=10, C_{2}=1, \rho=0.1\right)$
$c p=2$

$\mathrm{cp}=10$

$c p=5$

$c p=25$


| $\cdots$ | $\mathrm{mp}=2$ |
| :---: | :---: |
| $\cdots$ | $\mathrm{mp}=5$ |
| $\cdots$ | $\mathrm{mp}=10$ |
| $\cdots \bullet$ | $\mathrm{mp}=15$ |
| $\cdots$ | $\mathrm{mp}=25$ |
| $\longrightarrow$ | $\mathrm{mp}=50$ |
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