










are not evenly distributed as in I, hence regions of D with 
low density determine a poor system response. 

The real dimensionality of D is usually much less than 
q. Generally the data of interest lies on an embedded non-
linear manifold within the q-dimensional space. There-
fore we reduce the dimensionality of D, using Isomap, 
down to two or three dimensions, which are easy to map 
to general-purpose controllers with low cognitive com-
plexity. In the TSAM users can explore the application of 
34 different dimensionality reduction methods [27]. 

Before reducing the dimensionality of D, we use the 
quality metric !! to discard those descriptors with a low 
score. Particularly noisy or poorly correlated descriptors 
present a large variance that have a significant impact in 
the dimensionality reduction stage, but this would not be 
not representative of the parameter-to-timbre relationship, 
corrupting the timbre space mapping. The selection of 
descriptors based on the quality metric determines im-
provements in accuracy and usability against our previ-
ous approach. Alternatively, users can bypass the dimen-
sionality reduction stage, and explicitly specify the two or 
three descriptors composing the low dimensional timbre 
space we use for the mapping to synthesis parameters. 

To address the issue of the possible unresponsiveness of 
the timbre space due to arbitrary distribution in D we 
apply an iterative algorithm based on the Voronoi tessel-
lation, derived from [28], that redistribute the n entries d 
into an uniformly distributed square or cube, while pre-
serving the local neighborhood relationships (homomor-
phic transformation). The inverse of this transformation 
represent the required mapping to project a generic mul-
tidimensional control space C onto the case specific tim-
bre space. Hence we use an Artificial Neural Network 
(ANN) to learn a function !  approximating the in-
verse of the redistribution process. We use !  to pro-
ject the generic multidimensional control vector c onto 
the dimensionally reduced timbre space D*. The ANN 
includes a single hidden layer and therefore can be 
trained efficiently using a non-iterative algorithm [29]. In 
Figure 1 we show an example of a highly clustered tim-
bre space reduced to three dimensions, and its transfor-
mation to a uniform cube. The side arrows identify the 
two stages of the mapping computation. In the TSAM we 
provide also an alternative mapping, skipping the ANN 
and computing the synthesis parameters directly from the 
uniformly distributed timbre space. 

In the final stage of the mapping we compute the pa-
rameters to interact with the sound synthesizer. We use d* 
to represent a descriptor vector in the dimensionality re-
duced timbre space D*. Driving the synthesis with the 
parameters i associated with the d* closer to ! !  may 
lead to discontinuities, that in turn may generate glitches 
in the sonic output. These are due to the coarse parameter 
step size used in the analysis stage, and due to the not 
one-to-one relationship between parameters and sound. 
Two synthesis states i, far apart in the synthesis state 
space I, may be associated identical or similar descriptor 
vectors d, hence close in D. The latter is an implicit 

drawback of any methods for controlling sound synthesis 
from any representation of the generated signal. 

 

 

Figure 1. Example of a timbre space reduced to three 
dimensions, and related transformation to a uniform cube. 

We address these issues computing the synthesis pa-
rameter by spatial interpolation, including only entries of 
D* from the neighborhood the current state i. The set of 
parameters driving the synthesizer !!"#$ is computed by 
Inverse Distance Weighting (IDW) as in Equations (12) 
and (13), where  represent the Euclidean distance. 
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 𝐪!(𝑚(𝐜)) =
1

𝑚 𝐜 − 𝐝!∗
! (13) 

 
In (12) and (13) N represents the total number of points 
considered in the interpolation, and the 𝐢! in (12) are 
those pairwise associated with the 𝐝!∗ in (13). In the 
TSAM instead of using the N closest point 𝐝!∗ in D*, we 
select those 𝐝!∗ that limit the maximum variation of 𝐢!"#$ 
between two consecutive iterations, that is the set of 𝐝!∗ 
associated with the 𝐢! close to the current 𝐢!"#$ (within a 
user-defined distance). In Figure 2 we show an example 
of this interpolation points selection, where the green 
entries are the 𝐝!∗ related to 𝐢! close to the current 𝐢!"#$, 
which is in turn associated with the yellow one in figure. 



The set of 𝐝!∗ used for IDW interpolation may include 
entries distant from 𝑚 𝐜 , but these will poorly contrib-
ute in (12). In the IDW, p represents the power parame-
ter, which determines the influence of each point based 
on the distance. This value should be larger than the di-
mensionality of the reduced timbre space D*, and increas-
ing p closer points has larger weight. In the TSAM, the 
𝐢!"#$ maximum instantaneous distance and interpolation 
power parameter p, are among the options exposed to 
users to tune in real time the timbre mapping response. 
The TSAM provides interactive timbre space visualiza-
tions, such as those in Figure 1 and 2. 
 

 

Figure 2. Detail of a timbre space reduced to three di-
mensions. The green entries are those used in the interpo-
lation to compute the synthesis parameter, because close 
to the yellow current entry in the synthesis state space. 

4. IMPLEMENTATION AND USAGE 
The TSAM1 is an open-source software implemented in 
in Max/MSP using FTM extension2 [30], supported by a 
background engine written and compiled in MATLAB. 
The analysis of the synthesis timbre, the real-time timbre 
space mapping and the visualizations are computed in 
Max/MSP, whereas the background engine computes the 
descriptor quality and the timbre space mapping (dimen-
sionality reduction, redistribution, ANN training), taking 
as input the outcome of the analysis stage. The two com-
ponents of the system communicate via Open Sound 
Control (OSC) protocol and large matrices are exchanged 
using files. The TSAM can host software synthesizer 
developed using Steinberg’s Virtual Studio Technology 
(VST). It acts as a wrapper for VST synth, providing a 
fully integrated environment. The TSAM allows full con-
trol of all parameters for analysis and mapping purposes. 
It captures the synthetized signal for descriptor computa-
tion and playback, and manages the global state of the 
synthesizer when saving and restoring presets. In Figure 
3 there is a screenshot of the main TSAM GUI. This ex-
poses a large number of options for further exploration of 
                                                             
1 http://stefanofasciani.com/tsam.html 
2 http://ftm.ircam.fr/ 

the mapping method we propose, and also for customiz-
ing analysis, mapping computation, real-time control, and 
visualization. Default settings are provided for basic use. 
Users can load a VST synth and select up to 10 variable 
parameters, their range, analysis step size, and the num-
ber of vectors m per state i. Advanced analysis options 
include digital signal processing settings and analysis 
timing with respect to the synthesis triggering (note-on 
and note-off messages). The TSAM estimates and shows 
the total analysis time, and users may opt to reduce the 
parameter step sizes, in (3), when this is excessive. 
Thereafter the analysis is carried out automatically. In 
Section 2 we discussed two analysis modes, ‘sustain’ and 
‘envelope’ respectively. These, besides the automatic 
mode, can also be carried out manually. Users arbitrarily 
tune the synthesizer to a specific state i, and request for 
the descriptor analysis of the related sonic response (both 
modes are supported). Furthermore we included the inter-
active ‘sustain’ analysis mode [7] where descriptor vec-
tors d are computed while users vary in the MIDI mapped 
synthesis parameters in real-time, dynamically generating 
a stream of i. The latter analysis mode does not guarantee 
to observe an identical number of descriptor vectors d per 
state i, hence the noisiness in the quality metric result 
may be inconsistent. 

When the analysis stage is completed, users can request 
the computation of the descriptor quality metric, which is 
visualized in the TSAM as shown in Figure 4. In the de-
scriptors page, users can also specify the weights of 
Equation (12), enable the normalization of its compo-
nents, find and rank the descriptors by highest score, ob-
serve the synthesis parameter ranking, and find the high-
est and lowest correlation between each parameter and 
descriptor. Furthermore, users can specify which subset 
of the 108 descriptors will be used for mapping purposes. 

Options for the timbre space mapping computation in-
clude the dimensionality of the map, selection of the di-
mensionality reduction technique and the ANN activation 
function. The mapping can be tuned at runtime using the 
settings discussed in Section 3. The timbre analysis, qual-
ity metric, and mapping are saved into files that can be 
individually recalled through the TSAM presets. 

5. DISCUSSION AND FUTURE WORK 
We presented a generic tool that integrates functionalities 
to study and map the timbre of sound synthesizers. Pre-
liminary studies demonstrated that the adoption of large 
sets of descriptors, and their selection based on the novel 
quality metric, improves the accuracy of the timbre-based 
interaction. The TSAM can be used for the study of the 
sonic response of synthesizers, for an explicit control of 
timbral character, or for a reduction of the synthesis con-
trol space, exposing only a few perceptually relevant con-
trol dimensions. Previous user studies on a system with a 
similar mapping approach demonstrated that synthesis 
parameters become transparent to users [31], which are 
exclusively focused on the timbral interaction. Future 
works include user studies with the TSAM to evaluate the 



effectiveness of the timbre-based mapping, comparing it 
against traditional and alternative approaches to sound 
synthesis interaction, in performing and sound design 

scenarios. Moreover we will investigate the relevance of 
different descriptor categories for a more perceptually 
related sonic control. 

 

Figure 3. TSAM main page, including options for analysis, mapping computation, real-time control, and visualization. 

 

 

Figure 4. TSAM descriptor page, providing an insight into the timbre response and parameter relationship of the synth. 
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